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Data science and machine learning are built on linear algebra. Machine learning and data science make extensive use of linear algebra, a 

branch of Mathematics. Machine learning relies heavily on linear algebra. Matrix representations are commonly used in machine learning 

models. Using linear algebra in data science means regularizing, reducing to dimensions, recognizing images, learning algorithms, and 

analyzing images. Many data science algorithms are based on linear algebra. This article will cover three uses of linear algebra in three 

different data science domains. We will discuss loss functions from the perspective of machine learning, and image convolution from the 

perspective of computer vision. Any prospective data scientist must learn R since it is a very strong language designed specifically for data 

analysis and data visualisation. With linear algebra, R is extremely useful. It has built-in data types like matrices and vectors.  
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INTRODUCTION 

The area of mathematics known as "linear algebra" deals 

with linear equations and how they are represented in vector 

spaces and through matrices. The study of vectors and linear 

functions is what linear algebra is, to put it simply. Linear 

algebra involves the study of matrices, determinants, linear 

transformations, vector spaces, and subspaces and uses 

closed vectors that operate under addition and scalar 

multiplication. It enables us to do mathematical operations 

and comprehend geometric notions in greater dimensions. 

Nearly all branches of mathematics, including geometry and 

functional analysis, are based on linear algebra. 

Understanding its ideas is essential for comprehending the 

theory underlying data science. 

Data science is a branch of study that combines subject-

matter knowledge, programming abilities, and a working 

understanding of mathematics and statistics to draw out 

valuable insights from data. 
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Data scientists use machine learning algorithms to analyse 

data from a variety of sources, including text, images, 

videos, and audio, to create artificial intelligence systems 

that can carry out activities that often require human 

intellect. To study and analyse real-world phenomena using 

data, "data science" is a concept that combines statistics, 

data analysis, informatics, and their related methodologies. 

In the context of mathematics, statistics, computer science, 

information science, and domain knowledge, it makes use of 

methods and theories from a variety of domains. A data 

scientist is a person who writes programming code and uses 

statistical expertise in conjunction with it to derive insights 

from data. 
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Data scientists may be able to avoid using linear algebra for 

a while, but not for very long. Here are several ways that 

linear algebra can help with computer vision and machine 

learning. Few people think of linear algebra when 

discussing data science in general or specific subfields like 

machine learning or computer vision. Because the modern 

tools we use to perform data science algorithms do a great 

job of disguising the underlying math that makes things 

function, linear algebra is sometimes overlooked. In data 

science, linear algebra is used. 

 

Impact of Linear Algebra in Data Science 

Area of mathematics called linear algebra is very helpful in 

machine learning and data science. The following data 

science fields make use of linear algebra: 

 Regularization  

 Reduction to dimension  

 Image recognization  

 Working with data sets 

 Machine learning  

 Computer vision 

 

REGULARIZATION 

Regularization is one of the biggest hurdles in machine 

learning, especially for beginners in data science. It is when 

a model is too close a fit for the available data, to the point 

that it does not perform well with any new or outside data. 

A concept called “regularization“ is used to prevent the 

model from overfitting. This concept makes use of linear 

algebra as it uses the “norm”. The norm can be defined 

simply as the magnitude of a vector. This magnitude can be 

calculated in various ways one popular way is using the 

Euclidean Distance. ie, using the distance from the origin. 

Regularization prevent overfitting as it adds the norm of the 

weight vector to the cost function. This makes sure that 

model does not become overly complex as aim is always to 

reduce the cost function, and therefore have to reduce this 

norm. This is much better understood by someone who 

knows the basics of linear algebra. 

 

Figure 1 

 

REDUCTION TO DIMENSION 

While making Machine Learning Models, often come across 

data that is made up a hundreds or even thousands of 

variable. Our model becomes more and more complicated as 

these variables increase. Dimensionality reduction is the 

technique that reduces the number of input variables in data 

set. Since datasets can be easily represented as matrices, 

certain matrix factorization methods can be used to reduce a 

matrix and hence the dataset into its constituents parts. Then 

any operation that used to be performed on the original 

matrix, could be performed on the smaller matrices. 

Decomposition method like LU matrix decomposition and 

QR matrix decomposition can be easily performed using 

python programming. 

 

LU Decomposition 

Consider the system of equation written as a matrix 

equation: 

           X1+X2-X3 = 4 

           X1 – 2X2+3X3= - 6 

          2X1+3X2+X3=7 

            [
1 1 1
1 −2 3
2 3 1

]   [
𝑋1
𝑋2
𝑋3

]   =[
4
−6
7
] 

                        AX = B 

We can solve the system using LU Decomposition 

Let A= LU and substitute into AX=B 

Solve LUX=B FOR X to solve the system 

Let UX=Y 

LY=B and UX=Y 

First solve LY=B and Y and the solve UX=Y for X  

 

LINEAR ALGEBRA IN IMAGE RECOGNIZATION 

When implementing data science models, especially in deep 

learning, it come across data in the form of image, however 

we cannot just pass an image to a model and expect it to 

understand it. It need to convert each image into something 

Mathematical or Statistical to be understood by the model. 

This is where linear algebra come in. 

 

IMPACT OF LINEAR ALGEBRA IN IMAGE 

PROCESSING 

Image processing is the manipulation of images using 

mathematical operations. With the introduction of 

computers, processing is now done using computer graphic 

algorithms on digital images obtained through a digitization 

process or directly using any digital device. Digital image 

processing is the use of a computer to perform image 

processing on digital images. Linear algebra can be used to 

perform computer graphics operations such as rotation, 

skewing, scaling, Bezier curves, reflections, dot and cross 

products, projections, and vector fields. Other more complex 

operations, such as filters, necessitate the use of linear 

algebra in conjunction with other mathematical tools. Linear 

algebra deals with matrices and all the operation to be 
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Performed  on matrix. Any image is made of pixels, which 

are nothing but coloured square of varying Intensitics (for 

gray scale image it could be a single number with the 

intensity, and for coloured images, it could be the RGB 

value). 

 

Figure 2 

 

WORKING WITH DATA SETS 

When building a machine learning model, it will most 

probably dealing with large data sets having multiple rows 

and columns. These are nothing but matrices when you spilt 

your dataset into training and testing data, you are 

performing operations on these matrices. Matrices are the 

key data structure in linear algebra and it deals with the 

various operations performed on matrix, including row and 

column transformations, transpose of a matrix, addition or 

scalar multiplication in matrices 

 

This is nothing but a 5*4 matrix each record is a row and is 

indexed with the numbers 0,1,….4 . Each column has its 

name on top. 

 

MACHINE LEARNING 

With the use of machine learning (ML), which is a form of 

artificial intelligence (AI), software programmes can predict 

outcomes more accurately without having to be explicitly 

instructed to do so. Machine learning algorithms predict 

new results using historical data as input. The way in which 

a machine learning algorithm learns to improve its 

prediction accuracy is a common way to classify traditional 

machine learning. There are four fundamental strategies: 

reinforcement learning, semi-supervised learning, 

unsupervised learning, and supervised learning. The kind of 

data that scientists wish to predict determines the kind of 

algorithm they use. 

 

Figure.3 

LINEAR ALGEBRA IN MACHINE LEARNING 

Vectors, matrices, and linear transforms are the focus of the 

mathematics subject known as linear algebra. From the 

notation used to describe the operation of algorithms 

through the implementation of algorithms in code, it serves 

as a crucial basis for the field of machine learning. Despite 

the fact that linear algebra is essential to the subject of 

machine learning, the close connection is frequently ignored 

or described using impersonal ideas like vector spaces or 

certain matrix operations. 

The following are significant fields of application made 

possible by linear algebra: 

Data representation  

Representation using learnt models 

Eigenvectors for word embeddings 

 

REPRESENTATION OF DATA 

Data, which serves as the fuel for ML models, must first be 

transformed into arrays before being fed to your models. 

Matrix multiplication is one of the operations carried out on 

these arrays (dot product). Additionally, the output is 

returned, which can also be seen as a changed matrix or 

tensor of integers. 

 

EMBEDDING WORDS 

Just above it is the idea of using a lesser dimensional vector 

to express large-dimensional data (consider a large number 

of variables in your data). 
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EIGENVECTORS (SVD) (SVD) 

Principal component analysis allows us to decrease the 

number of characteristics or dimensions in the data without 

sacrificing the quality of any of them. 

 

Figure 4 

  

LINEAR ALGEBRA IN COMPUTER VISION  

         For machine learning, data science, and other related 

fields like computer vision and natural language processing, 

linear algebra is a potent tool. With its own implementations 

in the form of matrices, vectors, and tensors, linear algebra 

is used in computer vision. This includes basic operations, 

such as linear transformation, matrix operations, linear 

combination, and dependency of variables. 

          Significant contributions from linear algebra have 

been made to the difficult calculations used in computer 

vision. Large and complex matrices are necessary for the 

computations and operations involved in the complex matrix 

multiplications used in computer vision techniques. The 

computer vision system uses a variety of techniques to 

extract data from images, including compression, rotation, 

flip-flopping, convolution, noise reduction, object detection, 

facial recognition, etc. 

The study of visual knowledge extraction is known as 

computer vision. and the fundamental idea of linear algebra 

is applied to the extraction. Vectors, matrices, and tensors 

are LA concepts. 

 

VECTOR 

A vector is a type of 1D array that is typically described 

with magnitude and direction. 

 

MATRIX 

It is a 2D array of numbers called a matrix. Think about an 

image's matrix-based pixel representation as an example. 

Projections, translations, rotations, scaling, and affine 

transformations are some of the operations of matrices. 

TENSOR 

It is a generalisation of matrices and vectors. 

 

Figure. 5 

 

VECTOR PRODUCT: MATRIX 

The identity matrix is created by combining the unit vectors 

e1,..., em. A simpler approach to refer to random vectors 

a1,...an from the same vector space in a matrix is to use the 

letter I. 

 

VECTORS AND MATRICE IN DATA SCIENCE 

 The some essential of linear algebra in the context of data 

science applications. 

Vectors organize information that cannot be expressed as a 

single number and for which there exist a concept of scaling 

and addition. Matrices group together multiple vectors. The 

matrix –vector product expresses a linear combination of the 

column vectors of the matrix. solving a linear system  

Ax=b=Ib, to find x€Rm for given b€Rm , re –expresses the 

linear algebra  b= b1e1+…bmem ,  

I=[e1e2….em] , as another linear combination b=x1a1 + 

x2a2+…..xnan , A=[a1a2…an] for certain problems the 

linear combination Ax might be more insightful, but the 

above transformation is information preserving, with b1x 

both having the same number of components 

Finding the best approximation of some given b€Rm by a 

linear combination Ax of the column vector of A€Rm*n is 

known as a least squares problem and transforms the 

information from the m components of b into n components 

of x, and knowledge of the form of the column vectors. If 

m>n and the form of the column of A can be successfully 

stated, the transformation compresses information. 

 

USAGE OF R SOFTWARE 

COMMANDS TO FIND MULTIPLICATION OF 

MATRIX USING R 
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COMMANDS TO FIND INVERSE OF MATRIX USING 

R 

 

COMMANDS TO FIND DETERMINANT OF A USING R 

 

COMMANDS TO FIND EIGENVECTOR USING R 

 

 

EIGENVECTORS APPLICATIONS IN DATA SCIENCE 

The principal component analysis of a machine learning 

method makes use of the idea of an eigenvector. 

Assume you have data that is very high in dimensionality 

and has a lot of features. It's possible that the data contains 

redundant features. A lot of features will also decrease 

efficiency and take up more disc space. In this case, PCA 

eliminates some of the less significant features; eigenvectors 

save the day. Let's go over the PCA algorithm. Let's say we 

wish to condense a "n"-dimensional dataset into a "k"-

dimensional dataset. We'll proceed in stages. 

Step 1: The data are subjected to mean normalisation and 

feature scaling. 

Step 2: We find out the covariance matrix of our data set. 

Step 3: Finding the covariance matrix's Eigenvectors is step 

three. It is a sophisticated statistical notion. We will 

discover "n" Eigenvectors matching "n" Eigenvalues 

because our data is in "n" dimensions. 

Step 4: The fourth step entails choosing "k" Eigenvectors 

that correspond to the "k" biggest Eigenvalues and creating 

a matrix in which each Eigenvector is a column. It's time to 

locate the less data points now. Let's say you want to shrink 

a data point from the data set, "a," to dimensions of "k." 

Multiply the dimensions of the matrix U and transpose it. 

After discussing Eigenvectors, let's move on to a more 

complex and valuable idea in linear algebra known as 

singular value decomposition, or SVD for short. To fully 

comprehend it, a thorough investigation of linear 

 

SINGULAR VALUE DECOMPOSITION  

Consider receiving a feature matrix A. We divide our matrix 

A into three constituent matrices for a specific purpose, as 

the name would imply. Additionally, it has been asserted on 

occasion that SVD is a generalisation of Eigen value 

decomposition. A data set's redundant characteristics are 

removed using SVD. Let's say you have a data set with 1000 

features. There will undoubtedly be redundant features in 

any real data set with this many attributes. 

 

Figure. 6 

This tiger can be rendered in monochrome and seen as a 

matrix whose elements stand in for the pixel intensity and 

pertinent position. In other words, the matrix comprises data 

in the form of rows and columns concerning the intensity of 

pixels in the image. This image displays many images with 

various resolutions that correlate to various levels. Just 

assume for the time being that a higher rank indicates that 

there is more information about pixel intensity. 

 

Figure. 7 

It is obvious that we can achieve a reasonably good image 

with 20 or 30 ranks rather than 100 or 200 ranks, and in a 

scenario of highly redundant data, that is what we want to 

do. What I'm trying to say Is it true that we don't need to 

save every piece of data from the original dataset in order to 

generate a valid hypothesis? However, some of the features 

make it difficult to determine the optimum algorithm. For 

instance, multicolinearity in linear regression is caused by 

the presence of redundant characteristics. Additionally, 



Journal of Pharmaceutical Negative Results ¦ Volume 13 ¦ Issue 4 ¦ 2022 1857 

R. Nagarathinam et. al: Imperative Linear Algebra for Data Science with R-Software  

 

 
 

some qualities don't matter for our model. The method fits 

better, is more time efficient, and uses less disc space when 

these features are removed. The application of singular 

value decomposition 

 

CONCLUSION 

In the actual world, linear algebra is quite useful. In data 

science, linear algebra techniques are utilised to increase 

algorithm performance and produce more accurate findings. 

In this paper, it has gathered thatarethe uses of linear algebra 

in data science and provided an overview of each technique. 

To analyse the data sets, the data scientists can utilise linear 

algebra as a tool. Given the continually growing search 

outputs and the accessibility of the available evidence, 

which is a specific issue for the study sector in terms of 

quality improvement, machine learning algorithms are of 

special relevance. Regularization, dimension reduction, 

image identification, machine learning, and computer vision 

were all topics I covered. R is very useful for linear algebra. 
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Abstract 

 

Phytochemical analysis of fruit seeds is an important commercial interest in the food industry to produce 

nutritional supplements for the treatment of degenerative diseases. Papaya seeds have a high medicinal value. 

The present study was intended to investigate the Preliminary phytochemical studies of different extracts of 

Carica papaya seeds. Dried and ground papaya seeds (5g), respectively mixed with 95ml of solvent (water, 

methanol, and ethanol) for 24 hours were used for this study. Extraction was done by Soxhlet extraction 

methods. The extract was then separated and sorted through Whatman's filter paper. Three different extracts of 

papaya seeds were prepared and analyzed for their phytochemical Substance. The results revealed the presence 

of phytochemical constituents was higher in ethanol extract of papaya seeds than in methanol and aqueous 

products. Therefore, the results scientifically confirm the use of papaya seeds in traditional medicine and can be 

used to treat various diseases caused by free radicals and chemicals due to the presence of secondary 

metabolites. 

 

Key Index Terms: Papaya seeds- Phytochemicals- Soxhlet extraction- Extracts-disease 

 

 

INTRODUCTION 

 

The interest in natural antioxidants has increased considerably in recent years because of their beneficial effects on 

prevention and risk reduction in several diseases. Phenolic compounds are biologically active molecules that serve as 

natural antioxidants. Preliminary screening studies may aid in the identification of bioactive principles, which could 

lead to drug discovery and development (1).Papaya is a member of the Caricaceae family, which includes four genera. 

In India, the genus Carica L. is represented by four species, the most frequently grown and well-known of which is 

Carica papaya L. (2) 

 

Papaya fruit is a sweet, cheap, and easily available tropical fruit. In addition to papaya, its seeds also have economic 

value and medicinal properties. Papaya seeds are rich in many nutrients and antioxidants. The nutrients contained in 

papaya seeds are folic acid, potassium, copper, magnesium, and fiber. It also contains some very important nutrients 

such as protein, carbohydrates, beta-carotene, fatty acids, benzyl isothiocyanate, glucosinolate benzyl, beta-sitosterol, 

the enzyme caricin, myrosinase, and 40% water (3,13). Medicinal plants containing phytochemicals such as flavonoids 

are said to have antioxidant, antibacterial, and antiallergic effects, maintain an inflammatory balance and reduce the risk 

of certain types of cancer. (4). Many plant compounds are found in papaya fruits and various components such as seeds, 

latex, leaves, and roots. Papaya seeds also contain a variety of botanical ingredients that help treat many diseases. 

 

The pulp of seeds and skins contains a variety of antioxidant phytochemicals, including natural phenols and flavonoids. 

Phytochemicals are bioactive nutrient-free plant compounds found in fruits, vegetables, grains, and seeds that reduce 

the risk of serious chronic illness (14,15). But there is little or no information on the phytochemical properties of this 

nutritious seed. Hence, the present work evaluates the qualitative phytochemical analysis of poorly utilized papaya 
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seed. Considering all these facts, the present study was designed to investigate the presence of various phytochemicals 

in the three different extracts of papaya seeds, a plant that evokes various therapeutic effects. 

 

MATERIAL AND METHODS 

 

Collection and preparation of sample: The plant Carica papaya was collected in a sterile polythene bag, rinsed, 

sundried, and made into a powdery form before use. Plant materials were collected from a local fruit shop in the 

Ramanathapuram district. The fruit seeds were collected, washed in tap water, rinsed in sterile distilled water, and dried 

for 5 days at 100 C. The dried fruit seeds were blended to powder with a clean mortar and pestle and stored in airtight 

glass containers kept in a laboratory cupboard until required for further analysis. The fruit seeds were separately 

extracted with ethanol, methanol, and aqueous. 

 

       
 

Papaya  Seeds                                                                 Papaya seeds Powder 

 

Preparation of extracts of papaya fruit seeds: Extraction of seeds powder was done by maceration and Soxhlet 

Extraction. In the maceration, 20g powdered seeds were soaked in 100 mL water and 20 g powdered seeds were soaked 

in 100 mL methanol for 5 days in a closed container at room temperature with occasional shaking or stirring. The 

extract was then repeated from the fruit seeds particles by straining. The process is repeated once or twice with fresh 

solvent. Finally, the last residue of the extract was pressed out of the plant particles using a mechanical press and then 

filtered using Whatman filter paper. 

 

Qualitative Phytochemical analysis of Papaya seeds: 

Phytochemicals like flavonoids and phenols are strong antioxidants and have an important role in the health care system 

(5). Screening of active compounds from plants has led to the discovery of new medicinal drugs which have efficient 

protection and treatment roles against various diseases, including cancer and Alzheimer's disease (6). Qualitative 

phytochemical screening was done for the evaluation of major phytochemical constituents such as Alkaloids, 

Flavonoids, Tannin, Saponins, Terpenoids, Phenol,  Anthro quinine, Glycosides, Phytosterol, and steroids using the 

standard procedure of analysis (7.8,9). The reactions in this analysis revealed the presence or absence of these 

compounds in the seed with different extractions. 

  
Test for Alkaloids: The concentrates were treated with 2% dilute HCl and kept in a water bath at 100ºC for 2minutes. 

In the wake of cooling, scarcely a few drops of 5% NaOH solution were added into the blend and were noticed for the 

arrangement of turbidity or yellow precipitate. 

 

Test for Flavonoids: A couple of drops of NaOH solution were added to the extracts. Development of exceptional 

yellow color which vanishes on adding oil. HCl was noticed. 

  
Test for Tannins: Uniform mixture of 0.5ml of the extract was set up in 1ml of water. To the blend, 2 drops of FeCl3 

solution were added. The presence of catholic tannins is demonstrated by the appearance of a green dark tone. 

 

Test for Saponins: Five ml of distilled water and 0.5ml of concentrate were mixed and shaken for 15 minutes. Foam 

development shows the presence of saponins in the seed powder extract. 

 

Test for Terpenoids: To the 4ml of concentrate, 0.5ml of acidic anhydride, 0.5ml of chloroform, and conc. H2SO4 was 

added to the mixture and noted for the arrangement of red-violet tone. 
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Test for Glycoside Keller- Gilani test 0.5ml of concentrate was blended in with 2ml of glacial acetic acid to the 

combination; a few drops of conc. H2SO4 and FeCl3 were added. Reddish-brown colored shading at the intersection of 

two layers and presence of phenols was indicated by a blue-green or black colouring. Blue-green color in the upper 

layer demonstrates the presence of glycosides in the seed powder extract. 

  

 

Test for the presence of phenols: The presence of phenols was determined by using the method described by Yadav & 

Agarwala [20]. Two grams of the sample were soaked in 10ml of methanol. After 24 hours, it was filtered using 

Whatman filter paper (No1). 2ml of the extract was mixed with a dilute ferric chloride solution. A blue-green or black 

coloration was formed indicating the presence of phenols. 

 

Test for Anthocyanin: 2 ml of concentrate was blended in with 1ml of 2N NaOH and boiled in a water bath for 

5minutes. Perseverance of somewhat blue-green shading marks the presence of anthocyanin. 

  
Test for Phytosterol: 5 ml of concentrate was treated with 3ml conc. H2SO4 followed by 2ml of chloroform. The 

blend was permitted to rest briefly. The appearance of reddish-brown precipitate in the chloroform layer was noticed for 

the presence of phytosterol. 

  

Test for Steroids: In a test tube, 1 ml of the sample was taken and mixed with  5 ml chloroform, at that point, an 

equivalent volume (5 ml) of concentrated sulphuric acid was carefully added through the sides of the test tube. If the 

upper layer transforms into a red tone and the sulphuric acid layer becomes a yellow tone with slight green fluorescence 

which shows the presence of steroids. 

 

RESULTS AND DISCUSSION 

 

Phytochemical constituents such as tannins, flavonoids, alkaloids, and several other aromatic compounds or secondary 

metabolites of plants serve as a defense mechanism and curative properties against predation by many microorganisms, 

insects, and herbivores (10). The analysis of phytochemical screening of papaya seed was shown in Table 1. The 

different extractions (methanol, ethanol, and aqueous) revealed the presence and absence of phytoconstituents of the 

papaya seed 

 

Table-I: Qualitative phytochemical screening of different extracts of papaya seeds 

 

Sample Phytochemical 

Substance  

Methanol  Ethanol  Aqueous  

 

 

Papaya Seeds 

Alkaloids + + + 

Flavonoids + + + 

Tannin + ++ + 

Saponins - + + 

Terpenoids + - + 

Phenols ++ ++ - 

Anthro quninone + ++ - 

 Glycosides - ++ - 

Phytosterol - + - 

Steroids  ++ + + 

 

Table I shows the phytochemical screening of Papaya seed seeds where, 7 out of 10 components such as Alkaloids, 

Flavonoids, Tannin, Saponin, Terpenoid, Phenol, Anthro quinone, and steroids were present with methanol solvent 

extraction; 9 out of 10 components such as Alkaloids, Flavonoids, Tannin, Saponins, Terpenoids, Phenol,  Anthro 

quinine, Glycosides, Phytosterol, and steroids were present with  Ethanol solvent extraction and  6 out of 10 

components such as Alkaloids, Flavonoids, Tannin, Saponins, Terpenoids, and steroids were present with Aqueous 

extraction. 

 

The presence of phytochemicals with biological activity can be beneficial and of great medicinal value. It is said that 

phytochemicals such as saponins, terpenoids, flavonoids, tannins, steroids, and alkaloids have anti-inflammatory effects 

(11,16). Glycosides, tannins, flavonoids, and alkaloids have hyperglycemic activities. Steroids and triterpenoids showed 

analgesic properties ( 12,17).  
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CONCLUSION 

 

Some of the plant seeds investigated for phytochemical constituents appeared to have the potential to improve user 

health as a source of useful medicines and in the presence of various compounds essential for health. From the 

foregoing, it can be concluded that phytochemical screening in methanolic, aqueous, and ethanolic extracts of papaya 

seeds revealed the presence of major phytochemical constituents such as saponins, tannins, flavonoids, alkaloids,  

phenolic compounds were high in the Ethanolic extract than methanolic and aqueous extracts comparatively. The 

phenol and flavonoid may be the potential chemo preventive and anticancer substances. It is, therefore, recommended 

that the cultivation of these oilseeds should be upgraded to enhance their wider utilization. Further study has to be 

encouraged on the effect of processing of these nutrient-rich seeds. Thus, the research focused on bringing to light their 

potential for commercial exploitation 
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Abstract  

Food Labels are a preface to packaged foods. There 

is an important component known as Nutrition Facts 

Panel (NFP), which precisely gives the amount of 

macro and micronutrients per 100g or one serving. 

Consumers were found to read them but do not alter 

their purchasing behavior accordingly. Therefore this 

study aims in identifying the hindering factors in 

food label usage. Articles done from 2013 to 2021, 

published on PubMed, Research Gate, Google 

Scholar and other independent Indian and 

International Journals on Indian population were 

reviewed. Certain factors like: education, gender, 

income and area of residence had an impact on 

reading and purchasing foods. Other major factors 

found to be hindering food label usage were 

knowledge of the buyers. This study concluded by 

recommending mandatory food labeling requirements 

in all  Indian food products and to provide proper 

education and awareness to consumers to enable 

them to select  healthier food choices in future. 

Further studies were also required to be done on a 

larger scale to generalize the findings and correct the 

narrow paths. 

 

Keywords: Food label; Packaged foods; Food label 

knowledge; Consumer 

 

1. Introduction  

India is the world‟s second largest producer of food 

next to China, and has the potential of being the 

largest in the food and agricultural sector. The food 

processing industry is one of the biggest industries in 

India- and is ranked fifth in terms of production, 
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consumption, export and expected growth. The food 

sector has been witnessing a drastic change in 

consumption pattern especially in terms of food. 

Eventually, diet-related health issues have increased 

intensely from the last few years across the globe. It 

has become significant that the consumer must have 

knowledge of the product they are consuming. The 

best way to inform the consumer about the product 

and the nutrients it carries is to provide information 

about the product. Food label on the product plays 

the role of informing the consumer about the product, 

its ingredients and nutrients it contains. A label 

provides basic product information (including 

common name, list of ingredients, net quantity, shelf 

life, grade/quality, vegetarian society logo, country of 

origin, name and address of manufacturer, dealer or 

importer and food standards agency [1]. It also  

provides health, safety, nutrition information which 

includes instructions for safe storage, handling, 

nutrition information such as quantity of fats, protein, 

carbohydrate, vitamins & minerals and preservatives, 

colors, if used any, quantity per serving of stated size 

of food (in the nutrition facts table) and specific 

information on products for special dietary use. 

Moreover, It also acts as a vehicle for food marketing 

promotion and advertising promotional information 

and claims such as „low fat‟, „cholesterol free‟, „high 

source of fiber‟, „natural‟, „organic‟, „no 

preservatives added‟[2]. Awareness and knowledge 

together with correct delivery of nutritional facts are 

interrelated which can form the consumer‟s choice of 

food. Therefore, this review aims at highlighting the 

existing literature on the socio-demographic, 

knowledge, attitude and preference as well as the 

health related factors which affect the usage of food 

labels and also factors influencing label usage among 

Indian consumers with the following objectives 

●  Association between socio-demographic 

characteristics and food label usage 

● Association between knowledge, attitude 

and use of food labels. 

● Reasons for non-usage of food labels by 

people. 

● Most commonly checked information on 

food labels. 

 

2.Methodology 

The current study is a descriptive in nature and is 

based on secondary datas collected from various 

research papers, review papers, e-sources like 

PubMed”, “ResearchGate” and “Google Scholar” 

using the keywords “food labels”, “nutrition labels”. 

Only Indian articles published from 2012 to 2022 

were considered along with other international 

articles as references. 

 

3. Background studies 

 Association between socio-demographic 

characteristics and food label usage- 

a. Education 

Consumer‟s education is one of the factors of food 

label usage [3]. Awareness on pre-packaged food 

labels was found to be associated with education of 

the consumers. Understanding and interpreting on 

nutrition labels is attributed only to education. 

Health-related information on the food labels is 

clearer and educated people are more aware of what 

they eat and its association with their health [4,5] 

People who have higher educational qualifications 

found it easier to interpret nutrition labels than those 

with lesser or no education at all. It was also proved 

that less educated people found difficulty in 

understanding the technical terms used in the food 

labels [6,7]. However, there are contrasting studies 
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which proved that educational qualification of 

consumers barely had any effect over knowledge of 

nutrition labels. People with lack of time but with 

adequate education were found to be purchasing 

without looking at the food label, which proves that 

education had no association with the habit of 

reading nutrition labels [8]. 

 

b. Age 

Knowledge of food labels is significantly associated 

with age. Age of the consumers determines the level 

of importance they show towards reading and 

understanding food labels. The younger population 

was found to be more cautious in buying foods 

according to nutritional composition and health 

claims than older people. 

 

c. Gender 

Women were found to spend more time purchasing 

which eventually led them to read the                              

nutritional content [9]. Women were found to be 

more concerned about calories, micronutrients like 

vitamins and minerals, fat, salt and sugar intake. 

Though adequate information on females using food 

labels more than males was not proved, it can be a 

controversy in some cases too [10,11]. 

 

d. Income 

People with higher income have the choice to 

compare similar food products with differing rates 

than those who can afford only one particular type of 

food. Certain consumers were also found in wasting 

their income on junk foods rather than eating 

nutritious food which can be afforded by them. They 

also find it time consuming on shopping due to work 

to earn a good income [12,13]. 

 

 

 

e. Household Size  

The structure of the family is one of the key aspects 

in determining the usage of food labels. Increase in 

members of a family might lead to poor food choices 

as they won‟t be able to afford healthy food for 

everyone. Another major aspect is satisfying 

everyone at home which is very difficult especially in 

large household composition. Household size was 

also being deemed as not associated with food 

purchase behavior in some contrasting studies [14]. 

 

f. Area 

The locality in which people reside also determines 

their usage of food labels in purchasing foods. Urban 

residents in India were found to be more aware of the 

importance of food labels while those in rural areas 

don‟t know them or are not educated enough to 

understand or afford them. Health education and 

social media campaigns could help increase 

awareness among rural people which will help them 

to make healthier choices [15]. 

       

Association of Knowledge, Attitude and food 

label use 

Nutrition knowledge and awareness has a significant 

impact on understanding and utilization of food and 

nutrition labels by the consumers. Better diet quality 

could be achieved with better nutritional knowledge. 

The foods that are familiar to the consumers prevent 

them from using food labels. Less nutritional 

awareness also leads to health related dietary issues 

[16,17]. Though many people were found to read 

food labels, the point is that they don‟t alter their 

purchase decision due to many reasons. It can be due 

to their inability to understand the information they 
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read. A few consumers were found to be making 

purchase decisions based on nutrition facts [18]. 

Many people were aware of the importance of 

reading a food and nutrition label, but due to the 

difficulty and monotony in reading labels they 

preferred to avoid their usage. The major reason was 

that the labels were not simple and it did not deliver 

accurate information about the product. Easy-to-

understand labels must be formulated to make 

everyone get interested in reading them. People 

preferred that the nutritional information must be 

listed per 100g rather than serving size as this is 

much more relatable and enables easier calculation 

by anyone [19]. They also wanted a standard format 

to be followed while displaying nutritional content on 

the food label. 

 i. Traffic light nutrition labeling is effective as they 

are self-explanatory but it might be overrated by 

consumers and they might misinterpret the food due 

to the colors used [20]. 

 ii. Consumers prefer the nutrition information to be 

present in front-of-pack (FOP) as this can enable 

easier access to the required deciding factors than 

making them search for the information. Though 

some misleading results were found as many feel that 

foods with FOP nutritional labeling were healthier 

than those with nutrition facts mentioned behind [21]. 

 “The use of nutritional labels” has been a 

multidimensional issue. Under this study researchers 

gave various definitions related to nutritional labeling 

and alternatively also found out the role of nutritional 

labels for influencing consumers for choosing healthy 

food products.[22]Attitude of consumer towards 

nutritional evidence mentioned on food labels is 

positive, but most of the consumers refer food labels 

only for brand comparison. Some of the factors that 

affects consumer buying decisions were food label 

designs, nutritional information, health claims and 

quality of product etc [23]. A cross-sectional study 

was conducted by Vemula, et al. [24] in 2013 to 

determine the knowledge of consumers and their food 

label usage. This study involved both quantitative 

and qualitative forms. 1/5th of them bought pre-

packed foods daily whereas, 45% bought once a 

week. 90% were found to be reading food labels out 

of which 81% checked the date of manufacture and 

expiry dates alone.1/3rd only checked for nutrition 

information and the list of ingredients. Due to the 

lack of nutritional knowledge, many consumers did 

not prefer to read nutrition labels and found the terms 

very technical too. Quality symbols were read by 

60% of them. Education levels and checking food 

labels were found to be positively correlated and girls 

as well as women were found to be more concerned 

about fat and sugar contents on the nutrition labels. 

The study concluded that, majority of the consumers 

found it difficult to understand and interpret 

nutritional information on the labels. Shekhar SK & 

Raveendran PT [25] in the year 2014 conducted a 

study among students to understand their perception 

on nutrition labels. They used various tests and found 

that their perception on nutrition labels did not 

change according to their age or gender. A survey 

was conducted by Priyadarshini V [26] in 2014 on 

assessing the awareness among the consumers in 

regard to the food label information provided. The 

awareness level was satisfactory regarding different 

aspects mentioned on the food labels but, their usage 

among consumers to make purchase decisions was 

found to be low. The information of the label was 

checked by 67.5%, but they were found to be 

checking only basic information like manufacturing 

and expiry dates as well as MRPs. This study 

concluded by suggesting certain guidelines to be 

adopted by manufacturers and government to help 

consumers to understand the nutritional facts. Further 
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research was also demanded to find the suitable 

format of nutritional facts displayed on the labels. 

Dunford et al. [27] in the year 2015 conducted a 

survey to find the food packages being labeled in 

accordance with Indian and International Standards. 

4166 packed foods were included in the study which 

was classified under 14 food groups. Nutrient 

information consisting of calories, proteins, sugar, 

carbohydrates, total fats as per the Food Safety and 

Standards Authority of India (FSSAI) were noted 

among 52% of the foods. Only 27% adhered to 

Codex criteria which included sodium and saturated 

fats. A significant correlation and variation was 

noticed among leading brands, food groups and 

manufacturing countries in adhering to the standards. 

The study highlighted that the majority of Indian 

foods were found to be displaying inadequate 

information in regard to nutrition labels as per the 

Indian and International guidelines. The enforcement 

of these mandated criteria in India would help 

consumers in making wise choices especially the 

quantity of saturated fats and sodium guidelines. 

Madhvapaty H & DasGupta A [28] conducted a 

study in 2015 to find the requirement regarding the 

alternative formats for nutrition labeling to be 

enforced especially as Front-of-Pack display. The 

questionnaire included a traffic light method of 

nutrition facts displayed to find the preference of the 

consumers. Though traffic light nutrition labels were 

highly preferred among the consumers; it also 

required fine-tuning. Overloading information must 

be prevented. The manufacturers must enable the 

consumers to view the actual nutritional content in 

order to facilitate the nutrition label usage among 

them. A review was carried out by Kodali S & 

Telaprolu N [29] in 2016 which aimed to highlight 

the literature on the influence of food labels on 

consumer purchase behavior in order to find gaps for 

future research. Health claims were found to be 

poorly understood by consumers but their attitude 

towards them was positive. More research on the 

preferred method of label display was required to 

conclude their usage. It was found that the 

influencing factors on a food label were the nutrition 

information, health claims, label design, its 

accessibility and quality. A cross-sectional study was 

done by Gavaravarapu, et al [30] in the year 2016 

which aimed to find the usage of food labels, the 

knowledge of adolescents on food labels in India. It 

was found that almost 95% of food labels were in 

tune to Indian standards. Though many thought that 

the information on the labels to be confusing or too 

cramped with information. Consumer education was 

recommended to help adolescents in making wise 

dietary choices. 70% wanted a change in the display 

of label components which requires research into 

alternative methods to ease the consumer 

understanding. A descriptive study was carried out by 

Kaur VP, Kaur N & Qumar N [31] during 2016 to 

find the awareness levels on different information 

provided on the food labels. It aimed to find the 

association between purchase decisions and food 

labels. Every participant was found to be having 

adequate knowledge on food labels. 56.66% of the 

males were found to purchase packed-foods more 

than one time in a week, 16.66% purchased only once 

a week and 6.66% bought once a month, whereas 

20% bought occasionally. Awareness on different 

components of the food label was found to be varied 

among the study population. Certain information was 

found to be used more when compared to other 

aspects on the labels. Therefore, the study was used 

as an aid for food manufacturers to know the 

consumer preference as well as the researchers to 

conduct further awareness studies. Anitha, M.C & 

Devi AK [32] conducted a study in 2017 regarding 
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the frequency of use of nutrition labels and their 

awareness. Children aged 10-12 years and who 

belonged to low-income status were found to be 

unaware of nutrition facts used on the food labels. 

Further studies were required to educate school 

students to enable them to make wise choices from 

their young age. A cross-sectional survey study was 

conducted by Robert SD & Chandran in 2017 to find 

the food label reading frequency and to associate 

their knowledge, practice and attitude on reading 

food labels. Only 5% were noted to be aware of food 

label information and education status was not found 

to be correlated with food label knowledge. 19% 

acknowledged the importance of food labels and 46% 

read them frequently. 90% refused to buy food packs 

with a label and 19% were found to calculate their 

intake based on the provided facts. Therefore this 

study recommended further interventional studies to 

educate the consumers on food labels. A systematic 

review was done by Donga, G & Patel, N[33] during 

2018 on the association between different socio-

demographic factors on usage and altering 

purchasing behavior with regard to nutrition labels. 

Income and education had a positive correlation in 

influencing nutrition label usage. Married people and 

females were found to use them more than their 

counterparts. Whereas, household size, age, 

frequency of purchase and time were found to have 

negative correlation. A simple and easier version of 

nutrition label was demanded for better usage among 

all consumers. A survey study was done by Donga G 

& Patel N [1] during 2018 which aimed to study the 

different aspects of nutrition labels which were given 

importance by the consumers and to find the people 

who often read them and their influence on purchase 

decisions. 2192 participants were included out of 

which 95.8% had knowledge on nutrition labels and 

88% were found to be reading them. The important 

information checked on nutrition labels were calories 

from fat, cholesterol and total fat contents. Gomathi 

SJR & Kar SS [34] performed a cross-sectional study 

in 2021 to find the number of people reading and 

checking food labels to decide on purchasing and 

those using the food label information. It also aimed 

to find the different categories of packed foods 

adhering to the labeling regulations. Many people 

were aware of the information on the labels whereas, 

the ability to understand was very less. Therefore, 

educating the people on various food label aspects is 

required in future studies to improve their utilization 

among them. Reasons for non-usage of labels- 

One of the major issues in not using food labels are: 

the difficulty in understanding the terms used in 

relation to nutrition and other health claims. Some 

were not interested and others had a lack of time due 

to which they did not prefer to read the food labels 

before purchasing. Some feel that the nutrition 

information and claims are not what they appear to be 

and certain others avoid reading food labels as they 

are familiar with the brand they buy regularly. Those 

preferring attractiveness of food package, taste of 

food were other reasons for not giving importance to 

food labels [35,36]. 

 

4. Conclusion 

From the above reviewed Indian articles, it was 

proved that food labels were one of the most 

underestimated sources of information that 

consumers are aware of but did not alter their choices 

based on them. They found certain terms to be 

ambiguous, which was one of the major key reasons 

for non-usage of the food labels. Some of the key 

findings derived from this review are: 

a. Socio-demographic characteristics of the people 

like: education, gender, income and area of residence 
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had an impact on the reading and utilization of food 

labels and making purchase decisions. 

b. Knowledge was found to be associated in 

understanding the seriousness of choosing healthier 

choices through reading food labels. 

c. Their preferences and opinions also had a 

correlation to usage of food labels, like the format of 

labels and the difficulties they encountered in 

understanding the information. 

Survey results are more specific when it comes to the 

use of nutritional information in the food labels. 

Educating consumers on different aspects of food 

labeling enables them to make more informed 

purchasing decisions on healthier food choices. 
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Abstract—The Intrusion Detection System (IDS) plays a significant role in identifying 

anomalies or attacks in the network. Intrusion detection is observing and analyzing the 

events that occur in a network to address security problems. Network anomaly detection is 

an effective method for ensuring better security. Recently, several techniques have been 

aimed at intrusion detection in wireless networks. The conventional techniques are 

challenging to extract the intrusion behavior features from a high-dimensional dataset. 

Additionally, the conventional method resulted in minimum accuracy and higher time 

complexity. Swarm Intelligence (SI), a relatively new bio-inspired family of methods, 

seeks inspiration in the behavior of swarms of insects or other animals. A major 

contribution of this work is a detailed comparison of several SI-based IDS in terms of 

efficiency. Particle swarm optimization (PSO) is a robust and simple to implement 

optimization technique has been used in order to improve the performance. NSL-KDD 

dataset used to evaluate the performance of proposed method. The result demonstrated the 

proposed method has comparable performance based on detection rate. 

Keywords— Intrusion Detection System, Swarm optimization, Detection Rate, 

Ensemble technique. 

 

1. INTRODUCTION 

An intrusion detection system (IDSs) is becoming most needed in system defence. 

Recently, machine learning methodologies are playing an important role in detecting 

network intrusions (or attacks), which further helps the network administrator to take 

precautionary measures for preventing intrusions. Classification method plays an active 

role in obtaining the effective counter measure against the intrusions. Hence, Aldweesh et 

al. (2020) stated that the accuracy entirely depends on classification, it is important to use 

feature selection techniques to select an optimum subset of features. In this paper, a novel 
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IDS is proposed which employs the butterfly optimization algorithm (BOA), a recent 

meta-heuristic, to perform feature selection. For each butterfly (i.e. features), fitness is 

estimated by using cosine similarity index measurement. Based on measured fitness, 

optimal features are selected. After that, Polytomous adaptive base class ensemble 

technique is applied to recognize the different types of attacks. An ensemble classifier 

constructs number of weak learners using training data. Then, the results of weak learners 

are combined to form strong classification result. Here, Support Vector Machine classifier 

is utilized for identifying suspicious activities. With the result of strong classifier, the data 

is classified as normal or anomalous. Followed by, different types of attacks are correctly 

identified with selected features. Finally, the ensemble classification identifies the weak 

learner with minimum error. Thus it helps to improve the accuracy on intrusion detection 

with minimum time. Hence, the proposed Hybrid Jaccard Index Butterfly Optimization 

Feature Selection–Polytomous Adaptive base Class Ensemble method (HJIBOFS-

PABCE).The experimental works of  on the parameters such as Intrusion Identification 

Rate, Intrusion Detection Accuracy, Intrusion detection time. The experimental result 

shows that the proposed technique improves intrusion detection accuracy with reduced 

time and error rate than the state of art methods.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.Architecture diagram of HJIBOFS-PABCE 
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1.1. Paper Outline 

 The rest of this paper is organized into five different sections. Section 2 elaborates 

the issues and challenges of intrusion detection in the related works. Section 3 describes 

the model for intrusion detection based on feature selection and classification. In section 4, 

experimental evaluation is carried out with dataset and the performance results of various 

metrics are discussed in section 5. Finally, section 6 provides the conclusion of the work. 

2. RELATED WORKS 

  Manzoor and Kumar (2017) developed an artificial neural network-based 

intelligent intrusion detection system with fewer features. The system was to identify 

valuable and useless features using both information gain and correlation. The system then 

performs intelligently to categorize analysis data into attack and non-attack classes. The 

feature minimized system to achieve an identical performance as a normal system. The 

system extracts features using concepts of achieving information and correlation. The 

method uses preprocessing to eliminate redundant and irrelevant data from the dataset to 

develop resource exploitation and minimize time complexity. However, the system was 

unsuccessful in using the fast converging learning algorithms to achieve an accurate 

detection rate. 

  Shenfield et al.(2018) developed an artificial neural network to identify the 

intrusion with higher accuracy. The intelligent intrusion detection system has extensively 

developed the performance of signature-based detection methods. An artificial neural 

network classifier employed the detection system to recognize shell code patterns of 

network traffic. The designed method was unsuccessful to choose the optimal attributes to 

reduce the time complexity in intrusion detection.  

Karami (2018) designed a modified Self-Organizing Map (SOM) with benign 

outliers for anomaly-based intrusion detection. This approach enables better investigations 

by integrating a large amount of network traffic into an easy-to-understand 2D format and 

an effortless user interaction. However, the designed system was unsuccessful to perform 

efficient intrusion detection for a large volume of network data.  

Tama et al.  (2020)  introduced the stacked ensemble method to develop the 

performance of anomaly-based intrusion detection. The stacked ensemble was ensemble-

based learners with other ensembles such as random forest, gradient boosting machine, 
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and XGBoost. However, the method was unsuccessful to consider multi-class 

classification. A different conventional stacking method was employed were several single 

weak learners. The most important issues identified from the above-said literature are 

overcome by introducing a novel technique. The brief explanation model is presented in 

the next section. 

3. METHODOLOGY. 

3.1Hybrid Jaccard Index Butterfly Optimization (HJIBOFS) 

The HOBOFS process is performed in proposed technique for feature selection. 

The fitness of optimal features is carried out by cosine similarity index where the space 

and Existing Multi-objective algorithm CLSOBBOA developed by Adel SaadAssiri 

(2021) to perform the detection of intrusion in network. It effectively detects the intrusion 

by selecting features but failed to reduce error occurrences with selected   feature. Hence, 

butterfly optimization is carried in proposed technique to choose optimal features for 

detecting intrusion in network. 

                                  -Eqn   (1) 

 Using equation (5.1), fitness value among attribute is estimated and denoted by 

  , attribute is symbolized as ‘   ’ specifies two groups with various features. As a 

result, the output of fitness ranges from 0 to 1.This process is repeated until the maximum 

iteration is reached. A novel hybrid technique was introduced by Singhet al., (2021) to 

detect intrusion data in network. It effectively detects intrusion data with enhanced 

accuracy and minimum time. But, the optimization technique failed to achieve better 

accuracy on detection. Therefore, Butterfly Optimization is carried in proposed technique 

to perform efficient optimal feature selection for attack detection. 

Input: Number of attributes ‘            ’ 

Output: Select relevant features 

Begin  

Step 1:  For each attribute    

Step 2: Initialize the population of              

Step 3:      Compute fitness function ‘  ’ 

Step 4:       Update the position of butterfly 

Step 5:   End if 

Step 6:          If (Iteration <max ) then  
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Step 7:     Obtain global  best features   

Step 8:         Else  

Step 9:                Go to step 3 

Step 10:        End if  

Step 11: End for 

End 

Algorithm 1: Hybrid Jaccard Index Butterfly Optimization 

 

3.2. Polytomous Adaptive Base Class Ensemble (PABCE) 

 

The proposed technique performs Polytomous adaptive base class ensemble 

process with the selected optimal features. During ensemble classifier algorithm, the 

different types of attacks are identified by classifying data into various classes. An 

ensemble classifier is a classifier built depending on mixture of the weak learners. The 

process of classifying data into different classes is referred as Polytomous. Thus, strong 

classification result is provided for attack detection.  

 

Input: Number of data ‘            ’ 

Output: Improved suspicious intrusion detection and anomaly intrusion detection accuracy 

Begin  

Step 1:  For each training data  ‘  ’ 

Step 2:   Construct ‘ ’ weak learners  

Step 3:Construct optimal hyper plane  ⃗        

Step 4:   Find two marginal hyper plane      

Step 5:The output of weak classifier is        ∑              

Step 6:      If     then 

Step 7:Data is classified as ‘normal’ 

Step 8:             else 

Step 9:Data is classified as ‘anomalous’ 

Step 10:End if 

Step 11:       Construct multiple hyper planes  

Step 12:      Classifies the multiple attacks  

Step 13: End for  
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Step 14:      Combine a weak learner   ∑   
 
    

Step 15:     for each    

Step 16:         Initialize the weight ‘ ’ 

Step 17:         Compute the classification error   

Step 18:End for 

Step 19:        Apply totally corrective property   

Step 20:        Update the initial weight  ∑   
 
       

Step 21:     Find weak learner with minimum error                    

Step 22:               Return strong classification results 

End 

Algorithm 2.Polytomous Adaptive Base Class Ensemble technique 

 

 

Figure 2. SVM  Classifier –Attack detection 

 

4. RESULTS AND DISCUSSIONS 

Experimental evaluations of proposed HJIBOFS -PABCE and existing 

CLSOBBOA methods namely are implemented using Java language using NETBEANS8.2 

IDE tool. For the experimental consideration, NSL-KDD dataset is used and taken from 

https://www.kaggle.com/hassan06/nslkdd/version/1 

This dataset is an enhancement of KDD’99 dataset from which duplicate instances 

were removed and improved the classification results. The dataset comprises 42 attributes. In 

NSL-KDD dataset, 42 attributes (i.e., features) are taken as input for feature selection 
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process. In feature selection process, the relevant features are selected and irrelevant features 

are removed. 

 

4.1 Performance analysis of intrusion identification rate 

 

Intrusion identification rate is measured as the ratio of number of data identified as 

suspicious to the total number of data from dataset. It is measured in terms of percentage (%) 

and formulated as follows.  

 

 

    
                                  

            
     

…… Eqn (2) 

 

 The intrusion identification rate ‘   ’ is determined using equation (2). 

 

Sample calculation:  

 

Existing CLSOBBOA Number of data identified as suspicious is 880 and the total 

number of data is 1000. Then, the intrusion identification rate is    
   

    
         . 

 

Proposed HJIBOFS -PABCE: Number of data identified as suspicious is 930 and 

the total number of data is 1000. Then, the intrusion identification rate is    
   

    
     

   . 

 

    

Instances 

Intrusion identification rate (%) 

CLSOBBOA HJIBOFSPABCE 

1000 88 93 

2000 87 94 

3000 90 95 
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4000 88 96 

5000 92 93 

6000 90 95 

7000 88 92 

8000 91 93 

9000 89 95 

10000 90 96 

Table 1: Tabulation of Intrusion Identification Rate 

 

 

Figure 3: Intrusion Identification Rate 

 

Table 1.shows Tabulation of Intrusion Identification Rate and Figure 3.presents the 

performance analysis of intrusion identification rate concerning a different number of data. 

 

4.2 Performance analysis of intrusion detection accuracy 

 

Anomaly intrusion detection accuracy determined as the ratio of the number of 

correctly identified anomalous data to the number of data considered from dataset. The 

intrusion detection accuracy is evaluated in terms of percentage (%) and formulated as given 

below. 
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…… Eqn (3) 

From equation (3), Intrusion Detection Accuracy ‘   ’ is calculated based on the ‘ ’ 

number of data. Here, ‘                        ’ specifies number of data identified as 

anomalous. 

Existing CLSOBBOA: Number of data correctly detected as anomaly is 850 and the 

total number of data is 1000. Then, the intrusion detection accuracy is measured as    

   

    
         . 

 

Proposed HJIBOFS-PABCE: Number of data correctly detected as anomaly is 910 

and the total number of data is 1000. Then, the intrusion detection accuracy is measured 

as    
   

    
         . 

 

 

    

Instances 

Intrusion Accuracy(%) 

CLSOBBOA HJIBOFSPABCE 

1000 85 91 

2000 86 93 

3000 89 94 

4000 88 95 

5000 91 93 

6000 90 95 

7000 87 92 

8000 90 93 

9000 88 94 

10000 89 95 

Table 2: Intrusion Detection Accuracy 
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Figure 4: Intrusion Detection Accuracy. 

 

4.3 Performance Analysis of Intrusion Detection Time 

Intrusion detection time is defined as the amount of time taken by the classifier to 

identify data attacks as normal or anomalous. It is evaluated in terms of milliseconds (ms). 

The detection time is calculated in equation. 

                                         - Eqn (4) 

From equation (4), time for intrusion detection is measured. Here, ‘ ’ denotes the 

number of data and. ‘                             ’ describes time consumed to identify 

single data as normal or anomalous.  

Sample Calculation  

Existing CLSOBBOA: Time to identify single anomaly data is 0.023ms, and the 

total data is 1000. Then, the intrusion detection time is calculated as            

           . 

Proposed HJIBOFS -PABCE: The time to identify single anomaly data is 0.021ms, 

and the total number of data is 1000. Then, the intrusion detection time is calculated 

as                       . 
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Instances Intrusion  Detection Time (ms) 

CLSOBBOA HJIBOFSPABCE 

1000 23 21 

2000 28 24 

3000 32 27 

4000 36 30 

5000 39 34 

6000 43 39 

7000 47 42 

8000 51 46 

9000 58 50 

10000 63 54 

Table 3: Intrusion Detection Time 

 

 

Figure 5: Intrusion Detection Time 
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Table 3.shows Tabulation of Intrusion Detection time and Figure 5 presents the 

performance analysis of intrusion detection time concerning a different number of data. 

 

5.CONCLUSION 

An efficient HJIBOFSPABCE is introduced to attain higher accuracy on anomaly 

intrusion detection in a network. An intrusion detection dataset considers the number of 

attributes. For each attribute, it is measuring fitness for all dragonflies using the Jaccard 

similarity index. Based on measured fitness for intrusion attack detection, selecting the 

optimal attribute helps reduce time and improves accuracy. 
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Abstract: Cervical cancer is the fourth most common cancer among women around the world. The objective of this study is to 

provide a comparative study to predict the cervical cancer dataset. The extraction involved over 38 attributes here used three 

different machine learning algorithms (XGBoost, Decision Tree, Logistic Regression) has been applied on four different medical 

tests (Biopsy, Cytology, Hinselmann, and Schiller) as four different target variables. The disease cannot be identified in the early 

stage. The result showed that the performance of EML outperforms other classifiers after evaluation. In this paper it exposes the 

classifiers can effectively achieve the best performance with the least number of highly important attributes. 

Keyword: Machine Learning, XGBoost , Decision Tree, Logistic Regression 

I INTRODUCTION 

 

Cervical cancer is a type of cancer that begins in the cervix which connects the uterus and vagina. This cancer can affect 

the deeper tissues of their cervix and may be spread to other parts of their body after breast cancer, colorectal cancer, lung cancer 

and skin cancer as per [1].Many young women become infected with multiple types of human papillomavirus, which then can 

increase their risk of getting cervical cancer in the future and it may spread to other parts of their body .  Most of the women who 

don't have early abnormal changes who do not have regular examinations are at high risk for localized cancer by the time they’re 

age  of 40  and for invasive cancer by age of 50.The target of this paper  to diagnos the four different variables hinselmann, 

schiller, citology, and biopsy. This paper examines to diagnose the biopsy 

 Cervical cancer dataset collected from kaggle dataset and used google colab the platform for the purpose of coding for 

dataset prediction. The methodology involves use of supervised learning algorithms and classification technique like Decision 

Tree, Logistic Regression and XGBoost Classifier with Dimensionality Reduction technique. 

II LITERATURE REVIEW 

 Early detection of cervical cancer is a way to avoid the death rate because most of the women affected from cervical cancer 

.They didn’t identify the cervical cancerous in abnormal state this is main cause of an increase the female death rate in this 

world[2]. 

WEN WU “Data-Driven Diagnosis of Cervical Cancer with Support Vector Machine- Based Approaches”, Department of Blood 

Transfusion, Jinan Military General Hospital, Jinan, China Year: 2017 [3]. In this paper it claimed that some set of data to the 

way of increasing the possibility of developing cervical cancer. An advantage of this paper is to SVM(Support vector Machine) 

to introduce the diagnosis the cervical cancer. It supports to improve the SVM method, support vector machine-recursive feature 

elimination and support vector machine-principal component analysis (SVM-PCA), are proposed to diagnose the cancer 

samples. 

H. Teame et al., "Factors associated with cervical precancerous lesions among women screened for cervical cancer in Addis 

Ababa, Ethiopia: A case control study," PLoS ONE 13(1) e0191506, 2018[4]. Age play the vital role in increasing the risk of 

developing the cervical cancer. In this paper, most of the women infected with HPV during sexual transmitted infections were 

associated with precancerous lesion. 
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 DATA COLLECTION 

 The data was collected from the kaggle Machine Learning repository and available in online. The dataset contains 858 

instances and 36 different features 

No Attribute No Attribute 

1.  Age 19.  STDs:pelvic inflammatory disease 

2.  Number of sexual partners 20.  STDs:genital herpes 

3.  First sexual intercourse 21.  STDs:molluscum contagiosum 

4.  Num of pregnancies 22.  STDs:AIDS 

5.  Smokes 23.  STDs:HIV 

6.  Smokes (years) 24.  STDs:Hepatitis B 

7.  Smokes (packs/year) 25.  STDs:HPV 

8.  Hormonal Contraceptives 26.  STDs: Number of diagnosis 

9.  Hormonal Contraceptives (years) 27.  STDs: Time since first diagnosis 

10.  IUD 28.  STDs: Time since last diagnosis 

11.  IUD (years) 29.  Dx:Cancer 

12.  STDs 30.  Dx:CIN 

13.  STDs (number) 31.  Dx:HPV 

14.  STDs:condylomatosis 32.  Dx 

15.  STDs:cervical condylomatosis 33.  Hinselmann 

16.  STDs:vaginal condylomatosis 34.  Schiller 

17.  STDs:vulvo-perineal condylomatosis 35.   Citology 

18.   STDs:syphilis 36.  Biopsy 

 

III DATA PRE-PROCESSING 

It is a technique that is used to convert raw data into numeric dataset .In this dataset some data having  NaN (Not a 

Numeric) values are  replaced with numerical values with use of digit transformation using sklearn techniques. After 

converting dataset feeding it to the algorithm. For getting better result from the Machine Learning algorithm, the ML algorithm 

not support null values so there is need to preprocess for medical dataset which has major attribtues, The dataset was split into 

Train dataset and Testing dataset.In this process 20% of test dataset and 80%  of  trained dataset  

IV METHODOLOGY  

 

i) XGBoost 

Extreme Gradient Boosting or XGBoost is a decision tree based ensemble ML Algorithm that is used in the library of 

gradient boosting Some of the major benefits of XGBoost are that its highly scalable/parallelizable, easy to visualize, quick to 

execute, and typically outperforms other algorithms are used to more regularized model formalization, to control over-fitting, 

which gives it better performance. 

ii) DECISION TREE 

Decision Tree is a supervised learning technique that  will be used for both classification and regression problems, but 

mostly it is preferred to solving classification problems. It is a tree-structured classifier, where internal nodes represent the 

features of a dataset, branches represent the decision rules and each leaf node represents the outcome. In a Decision tree, there 

are two nodes, which are the Decision Node and Leaf Node. This algorithm compares the values of root attribute with the root  

(dataset) attribute and, based on the comparison, it follow the branch of the next node. 

iii) LOGISTIC REGRESSION 

Logistic regression is also one of the most popular Machine Learning algorithms, It’s comes under the Supervised 

Learning technique. It is used for predicting the categorical dependent variable using a given set of independent variables. 

 

V RESULTS AND DISCUSSION 
The experimental test results on the proposed model are explained the predictive performance of XGBoosting, Logistic 

Regression and decision tree algorithm is analyzed by the performance metrics of accuracy.  
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 PREDICTIVE ACCURACY ANALYSIS 

The predictive performance of the proposed model is experimented on the training set. The predictive accuracy of the 

proposed model is shown in Figure 1. Moreover, the accuracy for XGBoosting, Logistic Regression and Decision Tree for 

cervical cancer classification test is given in Table 1 it shows the test accuracy for comparison of three algorithms. Fig 1 shows 

the result of accuracy in the percentage of experiment test 

 
Table 1:  Accuracy of XGBoosting, Logistic Regression and decision tree 

 

 

 

Figure 1 Accuracy after pre-processing  

    

 

 

 

 

 

 

 

 

 

VI CONCLUSION 

In this paper, it proposed cervical cancer prediction model with XGBoosting Logistic regression and decision tree 

algorithm on cervical cancer dataset collected form kaggle data repository. The proposed model solves the problem of biased 

classification on imbalanced observation by non-ensemble algorithm through ensemble classifier namely the decision tree. The 

predictive performance of the proposed model  is evaluated by employing different performance metrics such as accuracy on the 

test set. The result of performance analysis reveals that the decision tree algorithm has better performance to comparing between 

logistic regression and XGBoosting algorithms. Hence, the Decision tree algorithm is a better performance on prediction of the 

majority class and poor performance on the minority class.  
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Abstract 
Cancer is a disease of Deoxyribonucleic Acid (DNA). A breast tumor is a malignant growth 
that creates from breast tissue. It is an illness wherein dangerous (malignant growth) cells 
structure in the tissues of the breast. Whenever cancer is analyzed as harmless, specialists will 
typically let it be instead of eliminating it. Imagine a future where users can predict when any 
disease might occur, treat any disorder in real-time, and even prevent diseases from ever 
happening. This is the future of medicine, one where we will be able to create a precise roadmap 
for a disease-free life. As an independent, non-profit researcher focused on genomics research 
has a century of experience, and the foresighted vision to make this exciting future possible. In 
this paper, Predicting a person’s tumor (normal, benign, or malignant) based upon his or her 
tumor features like fractal dimension, symmetry, concave points, concavity, compactness, 
smoothness, area, texture, perimeter, and radius are calculated. Machine learning classification 
techniques and data mining algorithms can be used on these types of problem statements.   
Keywords: DNA, ACS, Malignant, Disorder, Researcher, Fractal dimension 
I INTRODUCTION 
The Indian Council of Medical Research (ICMR) measures that there will be a twelve percent 
ascend in disease cases in India in the following five years. The most widely recognized types 
of disease influencing individuals in India are inseparable malignant growth, cervical disease, 
and oral malignant growth. One in each ten new malignant growth analyses in India yearly, is 
a bosom disease, according to reports and it causes the most number of disease-related passings 
in ladies. Inseparable disease happens in milk-delivering channels of ladies and other bosom 
cells, which partition quickly and structure bumps. They may ultimately spread to lymph hubs 
or somewhere else. Early determination, medical procedure, prescriptions, and radiation can 
effectively treat the illness. [1]. Protecting human beings from cancer is needed to improve our 
country in a healthy way. All of us know about health. Important cells in the human body have 
functioned in a well-defined manner is necessary. If not functioning means some cells are 
broken/damaged. These are called unhealthy cells/cancer cells. Abandoned intensification of 
the breast area severely causes breast cancer. So screening the mammogram of every human 
being is necessary to control/reduce breast cancer.  
In the initial stage of cancer have been some symptoms of precaution like breast pain, emotional 
stress, a deposit of micro classification, increasing the breast density, etc. The mammography 
test is the primary and also referred by many doctors for scanning cancer in the initial stage. 
Areas like machine learning and medical image processing are always ready to give rapid 
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algorithms for computing breast growth for analysis. Medical images containing confidential 
information about patients’ disease types like whether the mammogram input image has cancer 
or not being secured. Input images having some disturbances like blurred, low contrast, 
unwanted information like background, patient id, label, etc. So pre-processing is required to 
remove unnecessary data in the acquired image. 

 
Figure 1: Breast Malignancy image [2]. 

 
In Figure 1, breast cancer and its molecular subtypes are explained. Estrogen (E+) Receptor-
Positive, Progesterone (P+) Receptor-Positive, and HER-2(H+) Receptor Amplified are the 
basic three forms of breast cancer. Aromatase inhibitors, Tamoxifen, Herceptin, Trastuzumab, 
and Monoclonal Antibodies are prescribed treatments by Mark Adams. Triple-Negative Breast 
Cancer (TNBC) are (E-), (P-), and (H-) and recommended treatment is chemotherapy. 
Medical images containing confidential information about patients’ disease types like whether 
the mammogram input image has cancer or not being secured. Input images having some 
disturbances like blurred, low contrast, unwanted information like background, patient id, 
label, etc. So pre-processing is required to remove unnecessary data in the acquired image. 
II LITERATURE REVIEW 
Manish Charan et al. portrayed bosom disease as the second most normal malignant growth 
and the main source of malignant growth-related passing in ladies all over the planet [2]. The 
point of Habib Dhahri et al. denoted a hereditary user interface design strategy for selecting the 
appropriate elements with the help of machine learning [3]. Adam B Nover et al., assessed 
existing and arising innovations utilized for bosom malignant growth screening and discovery 
to recognize regions for potential improvement [4]. Omaer Faruq Goni et al., a review has 
recommended a profound neural organization with highlight choice methods to anticipate 
bosom disease. The examination of the recommended system is measured by exactness, 
precision, review, explicitness, awareness, f measure, and MCC [5]. Tanishk Thomas et al. 
expects to give a similar report by applying different AI calculations, for example, Support 
Vector Machine, K-Nearest Neighbor, Naïve Bayes, Decision Tree, K-implies, and Artificial 
Neural Networks on Wisconsin Diagnostic dataset to foresee bosom malignant growth at a 
beginning phase [6]. D. Sandeep et al., Lal Hussain et al., Dana Bazazeh et al., make a 
correlation of different AI calculations which considered and resolved the breast tumor [7-9]. 
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Mamatha Sai Yarabarla et al., utilize the new advances in the improvement of CAD 
frameworks and related procedures. The backbone of the venture is to foresee whether or not 
the individual is having bosom malignant growth [10]. Nur Syahmi Ismail et al., contrasted 
bosom malignant growth identification and two model organizations of profound learning 
strategies. The general cycle includes picture preprocessing, order, and execution assessment 
[11]. Naresh Khuriwal et al. applied profound learning innovation to determine bosom disease 
to have an exactness of 99.67% [12]. Aditi Kajala et al. presents a short outline of the bosom 
disease conclusion utilizing AI calculations used to build the proficiency and adequacy of 
foreseeing malignant growth [13]. Shubham Sharma et al. introduced a correlation between the 
generally well-known AI calculations and strategies usually utilized for bosom disease 
expectation [14]. 
 
In medical research, correct predictions are needed to identify whether the person has the 
disease’s tumor or not. Even though all the latest technologies came and were utilized for 
predictions of tumors but the mortality rate of a tumor in the breast is not down. To resolve this 
context the introduced work is needed to identify the most significant parameter involved in 
sample selection and classification of tumor class A or B is observed.  
 
III MATERIALS AND METHODS 
The Wisconsin Breast Cancer Dataset (WBCD) was downloaded from the UCI machine 
learning repository [16]. For the classification of breast cancer, real attributes in multivariate 
form have no missing values from five sixty-nine instances and thirty-two attributes. Based on 
the physiology element analysis some fluid samples were taken from the patient’s breast for 
the creation of this dataset. Some important attributes are patient ID and category that belongs 
to benign or malignant. Tumor features like fractal dimension, symmetry, concave points, 
concavity, compactness, smoothness, area, texture, perimeter, and radius are calculated. From 
this feature list, the most significant feature identification is the primary task of our proposed 
work. Then the main aim is the classification of breast image whether the dead cells of tissues 
of the breast (malignant) or unrestrained growth of the cells but not affected seriously (benign) 
are identified. 
Step1: Download WBCD Dataset from UCI Machine-learning repository 
Step2: Data Discretization 
Step3: Ten-fold cross-validation 
Step4: Classification by different classifiers 
Step5: Output data is either in Benign or in the malignant category.          
The above-mentioned five steps are clearly explained in the following Figure 2.  
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Figure 2: Framework for Classification 

Early-stage tumor prediction is mainly observed and picturized in above Figure 2. 
Classification: 
In this research work, two classes are used for the prediction of breast tumors. CLASS A is 
used to represent the tumor which is not a serious case but is a benign strategy. CLASS B is 
involved in the prediction of malignant causes of breast cancer. 
3.1 MODELS USED FOR CLASSIFICATION 
Selecting the appropriate model for forecasting breast cancer in an earlier stage is a difficult 
process. The large volume of data set needs dimensionality reduction and type of the model 
like supervised or unsupervised. In supervised learning (classification) target variable has an 
either-or choice like in breast cancer, cancer, or non-cancer. Based on this observation and also 
obtained dataset having the defenseless variable CLASS A/ CLASS B. Therefore, the Decision 
table, Random forest, Random tree, and artificial neural network models are utilized and 
explained in the following.  
 
1) Decision Table (DT) 
A Decision Table (DT) is only a plain portrayal of all conditions and activities. Choice Trees 
are constantly utilized while the handling rationale is extremely convoluted and includes 
numerous circumstances. The primary parts utilized for the arrangement of the Data Table are 
Conditions Stubs, Action Stubs, and rules. 
2) Random Forest (RForest)  
It assembles choice trees on various examples and takes their greater part vote in favor of 
characterization and normal if there should arise an occurrence of relapse. 
3) Random Tree (RT) 
Random trees arbitrarily select the nodes and decide how to classify the given input randomly. 
It gives the solution strategy faster and also incorporates the details from the random forest. 
4) Multi-Layer Perceptron (ANN) 
Multi-facet perceptron characterizes the most perplexing engineering of counterfeit neural 
organizations. It is considerably shaped by different layers of the perceptron. 
IV PERFORMANCE EVALUATION 
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The accuracy of introduced classifiers using ten-fold cross-validation with the performance of 
the presented model by Correlation Coefficient (CF), Despicable Complete Inaccuracy (DCI), 
Source Despicable Square off Miscalculation (DSM), Source Relation Square off Fault (RSF).   
4.1 Correlation Coefficient (CC): It is utilized to quantify how solid a relationship is between 
two factors. It very well may be helpful in information investigation and displaying to all the 
more likely comprehends the connections between factors. The factual connection between the 
two factors is alluded to as their relationship. In the breast cancer dataset, the correlation 
coefficient is used to scatter the images in visualization. So how many features of the same 
variable made the difference in the entire data set was identified easily. 
4.2 Mean Absolute Error (MAE): An average of all outrights errors are called a Despicable 
Complete Inaccuracy (Mean Absolute Error). 
MAE = Average of All outright errors 
4.3 Root Mean Squared Error (RMSE): The relapse line fits the proportion of the 
informative elements is called root mean squared error. Root Mean Squared Error can likewise 
be interpreted as Standard Deviation in the residuals. 
4.4 Relative Absolute Error (RAE): Overall outright blunder between two numeric vectors 
is known as SDSM. It is also known as a relative absolute error [27]. 
4.5 Relative Root Squared Error (RRSE): It is very useful to find out the error rate by using 
the direct pointer method [18].  
From the following Table 1, visualization of all the specified attributes results is viewed by the 
Weka data mining tool after applying the ten-fold cross-validation. The purpose of choosing 
the ten-fold cross-validation is it returns the desired results in a fine-tuned manner. 

Table 1 Visualization results obtained by the weka data mining tool 
a) fractal dimension b) area c) symmetry 

  

d) perimeter e) texture f)radius 

g) compactness h) concavity i)concave point 
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j)smoothness 

 

 
In following Table 2, describes the various machine learning models (DT, RF, RT, ANN) used 
for classification, and the performance of each classifier is noted with the quality metrics such 
as CF, MAE, RMSE, RAE, and RRSE. The results show that ANN has a high accuracy rather 
than other models. Here classification error occurred during the report generated with the 
multilayer perceptron model like MLP zero. So test dataset faced this type of classification 
error and sensitivity is used to measure the positive results obtained by the introduced 
multilayer perceptron classifier. 

Table 2 Classification results obtained by DT, RF, RT, and ANN 
Metrics/ 

Models 

CF MAE RMSE RAE RRSE 

DT 0.7588 0.0082 0.0118 60.7786 65.1356 

RF 0.9157 0.0053 0.0077 39.1832 42.4013 

RT 0.7726 0.0085 0.012 63.0825 66.6229 

ANN 0.9666 0.0028 0.0047 21.2167 25.92 
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Figure 3: Classification Results 

Figure 3, shows that Artificial Neural Network (ANN) has good performance. Then Random 
Forest has taken a place. Therefore ANN and Random Forest Classifiers give better 
classification results. 
V CONCLUSION 
Globe contains many objects which perform certain operations. Human perception is eminent 
to find out those objects are called images. We can’t imagine our world without objects. Image 
capturing is the primary task for performing several operations. But the captured image should 
be in a clear manner such as high contrast, high quality, without blurred, without noise are 
required. Biomedical imaging is necessary to synthesize and analyze the internal regions of the 
human body without any changes. To give extra stamina to the classification is done by using 
machine learning models is addressed in this work. In this research work, DT, RF, RT, and 
Artificial Neural Network (ANN) with Ten-fold cross-validation are applied and accuracy was 
calculated by using error rates. Correlation Coefficient (CC), Mean Absolute Error (MAE), 
Root Mean Squared Error (RMSE), and Root Relative Squared Error (RRSE) are used to 
evaluate the performance of the presented model. Finally, ANN has a minimum error rate and 
high accuracy than other introduced models. In the future, machine learning models applied to 
various real-time applications of social media like Facebook, Twitter, and so on.  
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ABSTRACT 
 

Picture division is a significant testing factor in clinical picture division. This paper portrays the 
division strategy comprising two stages. In the initial step, the MRI cerebrum picture is gained from 
the patients' information base, in that film, relics and commotion are taken out after the Binarization 
strategy is applied for picture division. The Binaraization works with the assistance of the Fuzzy C 
Means Clustering calculation, hence the calculation assumes the principle part in the framework, in 
this most minimal level of the weight vector, higher worth of cancer pixels, calculation speed is 
accomplished by the Fuzzy C Mean with vector quantization. The point of this exploration work is to 
give an assortment of fluffy c-implies (FCM) calculation that gives picture bunching utilizing the MRI 
Brain Tumor data set. The proposed calculation joins the neighborhood spatial data and dark level 
data in an original fluffy manner. The new calculation is called Fuzziness Confined Message C-
Means (FCM

2
). FCM

2
 can defeat the drawbacks of the known fluffy c-implies calculations and 

simultaneously improves the grouping execution. The significant trait of FCM
2
 is the utilization of a 
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fluffy neighborhood (both spatial and dark level) closeness measure, expecting to ensure clamor 
heartlessness and picture detail conservation. Besides, the proposed calculation Experiments 
performed on manufactured and true pictures show that the FCM

2
 calculation is powerful and 

proficient, giving strength to uproarious pictures. 
 

 
Keywords: Cell; fuzzy; Binarization; clustering; segmentation; brain tumor. 
 

1. INTRODUCTION 
 
One of the significant errands of picture 
examination is picture division. Picture division 
parcels picture into groups that are not difficult to 
examine [1-4]. A portion of the uses of picture 
division incorporate example acknowledgment 
and object ID, including extraction and clinical 
imaging [5-9]. For clinical pictures, picture 
division assumes an indispensable part. In this 
paper, a strategy is introduced which is applied 
to identify the various tissues present in MRI 
cerebrum pictures. Subsequent to identifying the 
mind tissues, a few sicknesses can be analyzed 
without any problem [10-14]. 
 
Brain tumor cell recognition is important and 
needed for finding the tumor in the earlier stage 
to reduce the mortality rate of a human being. 
This paper involves finding pattern images from 
the given source image [15,16]. In medical 
images, if the user needs to find the cell structure 
or bone crack information, we need to manually 
verify the area. Instead of manual analysis if a 
system that highlights all the crack patterns, then 
it would be useful [17-19]. This paper helps to 
identify the search pattern image from the given 
large image. In addition, the pattern image can 
be cropped from the source image itself or can 
be selected from another file. The rectangular 
pixel area of the pattern is collected in an array 
and checked with source image pixel data row-
wise and column-wise. The pixel percentage can 
be adjusted so that nearly matching images can 
also be recognized.  
 

2. LITERATURE REVIEW 
 
Sandeep Kumar et al. there is a variety of the 
fluffy c-implies (FCM) calculation is introduced 
that gives picture bunching. The proposed 
calculation consolidates nearby spatial                
data and dark level data in a clever fluffy             
manner. The new calculation is called fluffy 
nearby data C-Means (FLICM). By                    
utilizing this calculation they can beat the 
inconveniences of the past calculations and 
simultaneously improves the bunching execution 
[20]. 

Qiuyu Song et al. raise a better self-learning 
weighted fluffy calculation, which 
straightforwardly acquires various loads in 
distance estimation through consistent iterative 
self-learning, then, at that point, the distance 
metric with the loads got from self-learning is 
implanted in the goal capacity of the fluffy 
grouping calculation to further develop the 
division execution and vigor of the calculation. An 
enormous number of investigations on various 
kinds of pictures show that the calculation can 
smother the clamor as well as hold the subtleties 
in the picture, the impact of portioning complex 
commotion pictures is better, and it gives 
preferable picture division results over the 
current most recent fluffy grouping calculations 
[21]. 
 
Sucharitha M et al., suggested Fuzzy Local 
Information C-Means calculation (FLICM) is 
presented which incorporates a boundary-free 
clever fluffy variable. This calculation can be 
applied for clinical picture division for 
characterizing mind MRI into various locales, for 
example, Gray matter (GM), White matter (WM), 
and Cerebro-Spinal liquid (CSF). Subsequent to 
arranging into various tissue locales, a few 
illnesses can be dissected without any problem. 
The proposed strategy shows the viability of 
calculation in portioning cerebrum pictures into 
various tissue types [22]. 
 
Pooja B et al. two calculations are thought of. 
One is level set division utilizing fluffy c means by 
utilizing exceptional highlights (SFCM) and 
another is a division of mind MRI pictures 
utilizing DWT and head part investigation (PCA) 
are additionally handled utilizing support vector 
machine (SVM) for characterization. The 
execution assessment is finished by processing 
mean square mistake, top sign to commotion 
proportion (PSNR), most extreme contrast, 
outright mean mistake and so forth Here DWT 
utilizes k-implies bunching and level set utilizes 
fluffy c-implies grouping. The spatial limitations 
are named with various records, for example, the 
client can pick on a specific district of interest 
and emphasize the form ventures until a more 
precise outcome is acquired [23]. 
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Standard FCM, Fuzzy Local data C-implies 
grouping calculation [FLICM], Reformulated 
Fuzzy Local data C-implies bunching calculation 
[RFLICM] are contrasted with investigating the 
exactness of our proposed approach. Grouping 
results show that the RFLICM division technique 
is fitting for ordering tissues in cerebrum MR 
picture [24]. 
 
Consequently, to beat the vagueness brought 
about by the above unique effects, an upgraded 
fluffy unwinding approach called fluffy relaxation-
based modified fluffy c-implies is introduced to 
group calculation by Magudeeswaran et al.. In 
the proposed strategy, openness-based sub-
picture fluffy brilliance variation calculation is 
executed for the improvement of cerebrum 
tissues, and it is trailed by a modified fluffy c-
implies grouping calculation to section the 
upgraded mind attractive reverberation picture 
into white matter, dim matter, and cerebrospinal 
fluid tissues. The proposed technique adjusts its 
prosperity on mind tissue division and offers 
broad help to radiologists and clinical focuses 
[25]. 
 
The diagram in light of pixel esteem is drawn 
taking the different focuses from the expanded 
cells lies in the first situation from the impacted 
locale. Here the impacted district is considered 
an ellipsoid shape and the volumes have been 
determined from it. A fluffy level set calculation is 
proposed by Pritam R et al. to work with clinical 
picture division and in this exhibition of 
assessment of the proposed calculation was 
conveyed [26]. 
 

3. MATERIALS AND METHODS 
 

3.1 Source Image Selection 
 
In the source image selection module, the jpg, 
gif, or bitmap image is selected. The image is 
previewed in a picture box with the size mode 
property set to auto-size. The image property is 
used to create a bitmap class in .Net so that the 
width and height of the image are obtained. 
 

3.2 Pattern Image(s) Selection 
 
In the pattern image(s) selection module, the jpg, 
gif, or bitmap image is selected. Optionally the 
second image is selected if to be recognized in 
the second image.  
 

3.3 Pattern Recognition 
 
In the pattern recognition module, both the 
source and pattern images are displayed. When 
the check button is clicked, the source and 
pattern images are copied into separate arrays. 
During recognition, for faster comparison, the 
source image’s color information for each pixel is 
copied and compared immediately with the 
corresponding pattern image pixel. If the pixel is 
not matched, then the function returns a false 
value so that further pixels in the rectangular 
area are not compared. The threshold value can 
be set so that only some percent of the image 
pixels are compared. 
 

3.4 Problem Direction 
 
The existing system is analyzing images 
manually. We cannot recognize all the patterns in 
the images. In the previous, we have to split the 
large image into a small image after that only we 
can identify the part of an image that we need. 
This is not an effective method to get a clear part 
of an image. The existing system has the 
following disadvantages, 
 
1 The manual approach reduces the accuracy 

of pattern identification. 
2 More time-consuming. 
3 Efficiency is less. 
 

3.5 Proposed System 
 
The proposed system is analyzing images 
through software. We can recognize all the 
patterns in the images easily. This method 
simplifies our work to get a clear part of an image 
with a simple process. This method is very 
helpful in various fields like medical, engineering, 
textiles, etc. 
 

3.6 Advantages of Proposed System 
 
The proposed system has the following 
advantages, 
 
 The proposed approach increases the 

pattern identification accuracy. 
 Less time consuming 
 Efficiency is more. 
 More patterns can be identified in a single 

large image at a time. 
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Fig. 1. Systematic Diagram for the Introduced method (FCM
2
) 

 

In introduced method, new fuzziness feature F   
is incorporated over the objective function of 
predictable                      FCM, to overcome the interruption of 
any value and is shown below, 
 

                     
(1)

 
 
Where c is reference cluster, spatial Euclidean 
distance between pixels m and n is  , unit of 

relationship is resolute as  cn which is the relative 

of n
th
 pixel in  

th
 cluster, fuzziness relationship 

has a increment supporter and s denoted as   

and the midpoint of cluster   has the sample as 

   . 
 
FCM

2 
method is projected by combining both 

three-dimensional particulars and gray smooth 
particulars into predictable function and is stated 

in way of F   as, 
 

                
(2)

 
 
FCM

2
 algorithm is described below as: 

 

Step 1: Set the quantity of cluster as  , 
fuzzification limit l and the stop of process s.  

Step 2: Take up fuzziness divider conditions with 
experimental and miscalculation. 
Step 3: Allocate the significance of twist security 
to be a = 0. 
Step 4: Constellation examples is resolute 
created on the formulation in the following Eq.3 
 

                                   

(3)

  
 
 
Step 5: Find the fuzziness divider environment 
through the support of the following equation as 
 

                      

(4)

 
 
 
Step 6: When {β

 (m)
 −β

 (m+1)
} <  , then 

termination comes to the procedure, otherwise,  
              
set   =   + 1 and transfer to Step 4. 
 

Fuzziness divider environment β is improved into 
a crisp divider when the comprehensive 



 
 
 
 

Krishnaveni and Ahmed; Uttar Pradesh J. Zool., vol. 44, no. 11, pp. 61-73, 2023; Article no.UPJOZ.2578 
 
 

 
65 

 

repetition is ended. To achieve the upstairs 
procedure defuzzification procedure is 
experienced and is stated below. 
 

DF  =    ument {{β  }}……………         (5) 
 
Fuzziness picture accomplished subsequent to 
doing the interaction is then changed over into a 
fresh sectioned picture. The above idea is carried 
out to portion mind MRI pictures into three tissue 
types and is liberated from any anomalies and 
furthermore autonomous of boundaries. The 
division execution is significantly more upgraded 
than the current methods. 
 
At the point when exceptions are available            
in the picture, the great characteristics of the 
calculation is made sense of by two fundamental 
cases. They are, 
 
Event (i): Pixels present in the nearby window 
are undermined by commotion however pixel 
situated at the Center isn't a clamor pixel. 
 
In such case, dark degrees of boisterous pixels 
to that of different pixels inside the window are 
unique and henceforth their enrollment values 

are adjusted by factor   . Thusly, the connection 

of loud pixels is stifled by the factor    . Clamor 

is taken out by including the blend of spatial and 
dark-level limitations in work. The calculation is 
likewise more worthwhile in the event of 
anomalies. 
 
Event (ii): Pixels present in the nearby window 
are homogenous, not debased by clamor 
however pixel situated at the Center is a 
commotion pixel. 
 
In such a case, focal pixel enrollment esteem is 

adjusted by factor     by considering both the 
spatial and the dark level of the without 
commotion adjoining pixels in a fluffy way. In 
spite of the fact that enrollment worth of focal 
pixel doesn't relate to the commotion, the 
proposed strategy turns out to be more powerful 
to exceptions. 
 

4. RESULTS 
 
Trial and error are gone through for the proposed 
strategy. The calculation is executed utilizing 
MATLAB and tried on mind MRI pictures to 
investigate the division precision of the proposed 
approach. The examination is made and the 
nature of the division of the proposed calculation 
can be determined by utilizing SVM 
Classification.

 

 
 

Fig. 2. Input MRI Image 
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Fig. 3. Uploading Image 
 

 
 

Fig. 4. Enhanced Image 
 

 
 

Fig. 5. Thresholding Binary Image 
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Fig. 6. Segmented Image 
 

 
 

Fig. 7. Input Cluster Count Image 
 

 
 

Fig. 8. Clustered Image 
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RBF Accuracy Finding 
 

 
 

 
 

Fig. 9. RBF Accuracy Result 
 

Linear Accuracy Calculation Processing 
 

 
 

 
 

Fig. 10. Linear Accuracy in Percentage 
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Polygonal Accuracy Finding 
 

 
 

 
 

Fig. 11. Polygonal Accuracy Result 
 

Quadratic Accuracy Finding Result 
 

 
 

 
 

Fig. 12. Quadratic Accuracy Result 
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OUTPUT IN COMMAND WINDOW 
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Fig. 13. Features Classification 
 

Table 1. Quality Metrics 
 

Quality Metrics Accuracy in (%) 

RBF Accuracy 88 

Linear Accuracy 94 

Polygonal Accuracy 91 

Quadratic Accuracy 80.5 

 
The segmentation accuracy achieved in the 
proposed method with respect to noise is 94%. 
Linear accuracy with SVM feature classification 
has the prior place and Polygonal accuracy have 
the 91%. Then RBF accuracy is 88% and 
Quadratic accuracy is 80.5%. 
 

5. DISCUSSION 
  

The performance of the proposed method is 
described in the result sections. Input MRI 
images are used and downloaded from Whole 
Brain Atlas (WBA). In the present work, more 
than 500 brain MR images with different sizes 
have been used for evaluation. For pre-
processing, noise removal and enhancement 
methods are applied to the original MRI 
images. Then Thresholding technique was 
applied and binary image can be used for 
segmentation. Segmented image is used for 
clustering. Only tumor part is clearly segmented 
and result showed in the clustered image. 
Accuracy is the performance metric used to 
evaluate the results obtained by SVM feature 
classification. Linear accuracy shows the 
proposed method has a high accuracy for brain 
tumor segmentation.  

6. CONCLUSION AND FUTURE WORK 
 
Through this paper, the issue of the manual 
example is wiped out. Since exceptionally less 
information is given and any individual can utilize 
the application. When the pixel esteem is viewed 
as wrong in a given rectangular region, the whole 
region is disregarded for additional pixel 
examination. This outcome in quick work and 
their general acknowledgment time is decreased. 
The end clients are supposed to have the most 
un-working inclusion with structures to run this 
item. The application diminishes 
acknowledgment time and helps in further 
developing mistake-free and effective examples 
distinguishing proof. The application is tried well 
so the end clients utilize this product for their 
entire example acknowledgment-related 
activities. The accompanying upgrades ought to 
be done from now on. The multi-stringing choice 
ought to be added to distinguish the pixels at the 
same time in more regions of the picture. The 
picture can be changed over to a grayscale 
design and the example can be perceived as 
paying little heed to a variety of data. This will 
bring about quick acknowledgment. The brain 
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network idea in the event this at presented from 
now on will help in acknowledgment far better. 
The application is planned with the end goal that 
more example picture determination should be 
possible and at the same time thought about. For 
instance, coarse grain, as well as fine-grain rice 
pictures, can be chosen and minded a rice plate 
for quality. The application is grown to such an 
extent that these improvements will be 
incorporated effectively with modules present in 
the examination work. 
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ABSTRACT 

The developments in the field of artificial 

intelligence and machine learning have changed the 

world of computation where intelligent computation 

techniques and algorithms are introduced. Machine 

Learning models have a very well track record of being 

used as predictive models. Predictive analytics is the 

branch of advanced analytics, mainly used in statistical 

and analytics techniques to make predictions about 

future outcomes. It uses many techniques from data 

mining, statistics, modeling, and machine learning to 

analyze present and past data to make future 

predictions. Machine Learning has grown rapidly in the 

context of data analysis and computing which allows 

the applications to function intelligently. It is the subset 

of Artificial Intelligence. Machine Learning and 

predictive analytics is the key to effectively performing 

data analytics. Machine Learning can learn from past 

data sets, while predictive analytics focus is on 

forecasting specific target variables. This paper mainly 

focuses on Predictive analytics using machine learning 

in different real-time applications such as Medical, 

Banking, Security, etc., to predict future outcomes 

effectively. 

Keywords: Predictive Analytics, Predictive Models, 

Machine Learning, Supervised Learning  

 

I. INTRODUCTION 

In this technologically emerging world, humans 

are in need to accomplish their tasks simply. Machine 

Learning made this possible by teaching machines how 

to handle data more efficiently from the experience of 

data. Machine learning relies on processing a large 

amount of data to find common patterns. It uses 

algorithms to identify and analyze the patterns in the 

data to predict future outcomes without being explicitly 

programmed. Predictive analytics is the future of 

Machine Learning. Historical and transactional data 

patterns are exploited by these models are used to 

identify the risks and opportunities for the future. 

Machine learning and predictive analytics are used 

together to make better decisions based on the 

effectiveness of past behavior. Machine learning is an 

appropriate technique to build predictive models due to 

their outstanding performance in managing large-scale 

datasets for their uniform characteristics. Predictive 

analytics uses many techniques from machine learning 

to analyze current data to make predictions to forecast 

future activities, behavior, and trend by extracting 

patterns from large datasets. Machine Learning 

algorithms optimize and uncover new statistical 

patterns to analyze data which form the backbone of 

predictive analytics.  

 

II. LITERATURE REVIEW 

Batta Mahesh et al. [2019] explained various 

machine learning algorithms. Machine Learning can be 

Supervised or Unsupervised. If you have a lesser 

amount of data and clearly labeled data for training, opt 

for Supervised Learning. Unsupervised Learning would 

generally give better performance and results for large 

data sets. This paper also gives an introduction to most 

of the popular machine learning algorithms. 

Vaibhav Kumar, M. L. Garg, et. al. [2018] 

explained the scope of development of new models for 

the task of predictive analytics. And also discussed an 
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opportunity to add additional features to the existing 

models to improve their performance in the task. 

Iqbal H. Sarker et. al., [2021] give an 

overview of machine learning algorithms for intelligent 

data analysis and applications. The author briefly 

discussed how various types of machine learning 

methods can be used for making solutions to various 

real-world issues 

B. Nithya, Dr. V. Ilango et. al. [2017] 

discussed Machine Learning and predictive analytics 

techniques could revolutionize the entire healthcare 

industry by providing accurate insights and predictions 

related to symptoms, diagnoses, procedures, and 

medications. The author also explained different 

machine learning tools and techniques in health care 

provinces and their exclusive use in the diagnosis and 

predictions of various types of cancers. 

 

III. PREDICTIVE ANALYTICS PROCESS 

Predictive analytics involves several steps for 

data analysis to predict the future based on present and 

past data. The process of predictive analytics is 

represented in figure 1 given below. 

 
Figure 1: Predictive Analytics Process 

 

A. Problem Definition: 

 To develop a predictive model, it must be clear 

what is the objective and scope of prediction. Identify 

the data sets which will be used by implementing 

predictive analytics methodology.  

B. Data Collection:  

 It involves collecting the necessary details 

required for the analysis. It uses the historical or 

current data which predictive analysis is to be 

performed. This data may be in the form of structured, 

semi-structured, or unstructured based on the source of 

data. 

 

C. Data Analysis: 

 It is the process of cleaning and removing 

unnecessary, erroneous, and redundant data to refine 

our data sets. It involves the exploration of data and 

analysis to identify some patterns or new outcomes 

from the data set. This phase helps to discover useful 

information and concludes by identifying some new 

patterns or trends. 

D. Statistics:  

 This phase is used to validate the findings, 

assumptions, and hypotheses by using statistical 

methods and machine learning techniques. Probability 

theory and regression analysis are widely used analytics 

techniques. 

E. Predictive Modelling: 

 This stage involves various algorithms to build 

predictive models based on statistical methods and the 

patterns observed. It provides an accurate result of 

predictive models about the future outcome. In many 

applications, multi-model evaluation is used to find a 

better solution. 

F. Deployment: 

 This phase provides an option to deploy the 

results, reports, or other metrics created by statistical 

analysis into the real world to perform an effective 

decision-making process based on modeling. 

G. Monitoring: 

 The results generated by the model are 

periodically monitored and check the performance to 

ensure that the desired output is obtained to make 

accurate predictions. 

Predictive analytics is a step-by-step process to 

make accurate predictions to identify success rates or 

reduce risk at the early stage  

 

IV. PREDICTIVE ANALYTICS MODELS 

Machine learning can increase the speed of 

processing and analyzing the data for predictive 

analytics programs. Predictive analytics is driven by 

predictive modeling. Predictive analytics and machine 

learning together form predictive models which include 

http://www.ijsrem.com/
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machine learning algorithms. Predictive analytics 

models are divided into five categories. 

 
Figure 2: Predictive Analytics Models 

 

A. Classification Model: 

 It is considered one of the common and 

simplest models. It categorizes the data based on what it 

learns from past events. 

B. Clustering Model: 

 This model separates data into different groups 

based on common or similar attributes. 

C. Forecast Model:  

 It is the most commonly used predictive 

analytics model. It deals with metric value prediction to 

estimate the value for new data from the past venture. 

D. Outlier Model: 

 This model works by analyzing abnormal or 

outlying data entries within datasets. This model helps 

to identify anomalous data either by themselves or 

about different categories.  

E. Time Series Model: 

 This model mainly focuses on the sequence of 

data points where time is the input parameter. This 

model works by using different data points of historical 

data to develop a numerical metric that will predict 

future trends of a specified period. 

 

 

 

V. MACHINE LEARNING TECHNIQUES FOR 

PREDICTIVE MODELING 

Predictive analytics uses machine learning for 

data modeling due to its performance to accurately 

process large data sets and perform deeper analysis to 

identify new patterns. Machine learning algorithms are 

broadly divided into two groups: Supervised learning 

which is used to construct predictive models, and 

unsupervised learning that is used to build descriptive 

models. 

Supervised, machine learning algorithms are 

used to build a model that makes predictions based on 

past uncertain evidence. There are different machine 

learning algorithms that can be applied in predictive 

modeling are listed below. 

A. Decision Tree Techniques: 

It is one of the predictive modeling approaches. 

A decision tree is a graph to represent choices and their 

results in form of a tree to relate the decisions and their 

possible consequences. This technique is used to 

identify the ways to separate a data set based on 

different conditions to make an effective decision 

B. Bayesian Methods:  

 This method is used to construct a statistical 

model based on Bayes’ theorem which terms the events 

prior and posterior. It takes random variables as 

parameters to define the probability of occurrence of an 

event.   

C. Artificial Neural Network: 

 Artificial Neural networks (ANN) or neural 

networks replicates the human nervous systems 

intended to simulate the behavior of biological neuron 

composed of artificial neurons. It is a nonlinear 

modeling technique where they learn the relationship 

between the inputs and the outputs through training 

D. Ensemble Methods: 

This method creates multiple models and then combines 

them to produce improved results to solve the 

computational problem. These models are developed by 

training several similar types of models and finally 

combining their results for prediction. 

http://www.ijsrem.com/
https://www.sas.com/en_gb/insights/analytics/machine-learning.html
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E. Instance-Based Learning:  

 This technique operates by comparing the 

current instances with the previously trained instances, 

which have been stored in memory. Its name is derived 

from the fact that it creates assumptions from the 

training data instances. 

 

VI. APPLICATIONS OF PREDICTIVE 

ANALYTICS AND MACHINE LEARNING   

Machine learning techniques automate 

predictive modeling by generating algorithms for 

training data to recognize new patterns and behaviors. 

There are many applications of predictive analytics in a 

variety of domains. From medical analysis to the stock 

market, prediction can be done by historical data. Some 

of the popular applications are listed below. 

A. Banking and Financial Services: 

In the banking and financial services industries, 

predictive analytics and machine learning are used in 

conjunction to detect fraudulent behavior and reduce 

suspicious transactions. It helps to measure market risk 

and identify profit rates.  It helps to scan historical 

datasets and identify risk areas to prevent risks by 

making better decisions. 

B. Healthcare: 

Machine learning predictive analytics has a 

large scope of application in the field of healthcare and 

medicine. By training algorithms with large and varied 

data sets, patient symptoms can be observed. This can 

further help in providing a faster and more accurate 

diagnosis at the early stage. 

C. Security: 

Machine learning predictive analytics play a 

vital role in security. It helps to improve services and 

performance to understand consumer behavior and 

enhance data security. It also helps to detect anomalies, 

fraud activities. This makes the professionals focus on 

designing different strategies to protect the system.  

 

 

 

VII. CONCLUSION AND FUTURE SCOPE 

Machine learning with predictive analytics is 

becoming key to every organization. Now with the 

advancements in the field of artificial intelligence and 

the development of machine learning techniques, there 

is a trend nowadays of using machine learning 

techniques in predictive analytics. Predictive Analytics 

helps not only for the growth of an organization but 

also prevents the degradation through analysis of 

fraudulent activities. The process of selecting a machine 

learning algorithm involves matching the features of the 

data to be learned in the existing approaches. This paper 

gives a better understanding and the impact of each 

algorithm on the prediction. It clearly explains various 

machine learning techniques for prediction. A literature 

study is set to identify a different machine learning 

algorithm to assess the features that impact the 

prediction model. 

The future work of this paper will be 

comparing and adding additional features to the existing 

models to improve their performance and get better 

prediction result in real-time applications 
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 BRAIN TUMOR SEGMENTATION AND CLASSIFICATION USING 

FUZZINESS CONFINED MESSAGE C-MEANS (FCM2) ALGORITHM  

 

 

 

 

 

Abstract—Picture division is a significant testing factor in 

clinical picture division. This paper portrays the division 

strategy comprising two stages. In the initial step, the MRI 

cerebrum picture is gained from the patients' information base, 

in that film, relics and commotion are taken out after the 

Binarization strategy is applied for picture division. The 

Binaraization works with the assistance of the Fuzzy C Means 

Clustering calculation, hence the calculation assumes the 

principal part in the framework, in this most minimal level of 

the weight vector, higher worth of cancer pixels, calculation 

speed is accomplished by the Fuzzy C Mean with vector 

quantization. The point of this exploration work is to give an 

assortment of fluffy c-implies (FCM) calculation that gives 

picture bunching utilizing the MRI Brain Tumor data set. The 

proposed calculation joins the neighborhood spatial data and 

dark level data in an original fluffy manner. The new calculation 

is called Fuzziness Confined Message C-Means (FCM2). FCM2 

can defeat the drawbacks of the known fluffy c-implies 

calculations and simultaneously improves the grouping 

execution. The significant trait of FCM2 is the utilization of a 

fluffy neighborhood (both spatial and dark level) closeness 

measure, expecting to ensure clamor heartlessness and picture 

detail conservation. Besides, the proposed calculation 

Experiments performed on manufactured and true pictures 

show that the FCM2 calculation is powerful and proficient, 

giving strength to uproarious pictures. 

 

Keywords —Cell, Fuzzy, Binarization, Clustering, 

Segmentation, Brain Tumor. 

I. INTRODUCTION 

One of the significant errands of picture 

examination is picture division. Picture division parcels 

picture into groups that are not difficult to examine. A 

portion of the uses of picture division incorporate example 

acknowledgment and object ID, including extraction and 

clinical imaging. For clinical pictures, picture division 

assumes an indispensable part. In this paper, a strategy is 

introduced which is applied to identify the various tissues 

present in MRI cerebrum pictures. Subsequent to 

identifying the mind tissues, a few sicknesses can be 

analyzed without any problem. 

Brain tumor cell recognition is important and 

needed for finding the tumor in the earlier stage to reduce the 

mortality rate of a human being. This paper involves finding 

pattern images from the given source image. In medical 

images, if the user needs to find the cell structure or bone 

crack information, we need to manually verify the area.  

 

 

Instead of manual analysis if a system that highlights all the 

crack patterns, then it would be useful. This paper helps to 

identify the search pattern image from the given large image. 

In addition, the pattern image can be cropped from the source 

image itself or can be selected from another file. The 

rectangular pixel area of the pattern is collected in an array 

and checked with source image pixel data row-wise and 

column-wise. The pixel percentage can be adjusted so that 

nearly matching images can also be recognized.  

II. LITERATURE REVIEW 

Sandeep Kumar et al. there is a variety of the fluffy 

c-implies (FCM) calculation is introduced that gives picture 

bunching. The proposed calculation consolidates nearby 

spatial data and dark level data in a clever fluffy manner. The 

new calculation is called fluffy nearby data C-Means 

(FLICM). By utilizing this calculation they can beat the 

inconveniences of the past calculations and simultaneously 

improves the bunching execution [1]. 

Qiuyu Song et al. raise a better self-learning 

weighted fluffy calculation, which straightforwardly acquires 

various loads in distance estimation through consistent 

iterative self-learning, then, at that point, the distance metric 

with the loads got from self-learning is implanted in the goal 

capacity of the fluffy grouping calculation to further develop 

the division execution and vigor of the calculation. An 

enormous number of investigations on various kinds of 

pictures show that the calculation can smother the clamor as 

well as hold the subtleties in the picture, the impact of 

portioning complex commotion pictures is better, and it gives 

preferable picture division results over the current most 

recent fluffy grouping calculations [2]. 

Sucharitha M et al., suggested Fuzzy Local 

Information C-Means calculation (FLICM) is presented 

which incorporates a boundary-free clever fluffy variable. 

This calculation can be applied for clinical picture division 

for characterizing mind MRI into various locales, for 

example, Gray matter (GM), White matter (WM), and 

Cerebro-Spinal liquid (CSF). Subsequent to arranging into 

various tissue locales, a few illnesses can be dissected without 

any problem. The proposed strategy shows the viability of 
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calculation in portioning cerebrum pictures into various 

tissue types [3]. 

Pooja B et al. two calculations are thought of. One 

is level set division utilizing fluffy c means by utilizing 

exceptional highlights (SFCM) and another is a division of 

mind MRI pictures utilizing DWT and head part investigation 

(PCA) are additionally handled utilizing support vector 

machine (SVM) for characterization. The execution 

assessment is finished by processing mean square mistake, 

top sign to commotion proportion (PSNR), most extreme 

contrast, outright mean mistake and so forth Here DWT 

utilizes k-implies bunching and level set utilizes fluffy c-

implies grouping. The spatial limitations are named with 

various records, for example, the client can pick on a specific 

district of interest and emphasize the form ventures until a 

more precise outcome is acquired [4]. 

Standard FCM, Fuzzy Local data C-implies 

grouping calculation [FLICM], Reformulated Fuzzy Local 

data C-implies bunching calculation [RFLICM] are 

contrasted with investigating the exactness of our proposed 

approach. Grouping results show that the RFLICM division 

technique is fitting for ordering tissues in cerebrum MR 

picture [5]. 

Consequently, to beat the vagueness brought about 

by the above unique effects, an upgraded fluffy unwinding 

approach called fluffy relaxation-based modified fluffy c-

implies is introduced to group calculation by Magudeeswaran 

et al.. In the proposed strategy, openness-based sub-picture 

fluffy brilliance variation calculation is executed for the 

improvement of cerebrum tissues, and it is trailed by a 

modified fluffy c-implies grouping calculation to section the 

upgraded mind attractive reverberation picture into white 

matter, dim matter, and cerebrospinal fluid tissues. The 

proposed technique adjusts its prosperity on mind tissue 

division and offers broad help to radiologists and clinical 

focuses [6]. 

The diagram in light of pixel esteem is drawn taking 

the different focuses from the expanded cells lies in the first 

situation from the impacted locale. Here the impacted district 

is considered an ellipsoid shape and the volumes have been 

determined from it. A fluffy level set calculation is proposed 

by Pritam R et al. to work with clinical picture division and 

in this exhibition of assessment of the proposed calculation 

was conveyed [7]. 

III. MATERIALS AND METHODS 

Source Image Selection 

In the source image selection module, the jpg, gif, or bitmap 

image is selected. The image is previewed in a picture box 

with the size mode property set to auto-size. The image 

property is used to create a bitmap class in .Net so that the 

width and height of the image are obtained. 

 

Pattern Image(s) Selection 

In the pattern image(s) selection module, the jpg, 

gif, or bitmap image is selected. Optionally the second image 

is selected if to be recognized in the second image.  

Pattern Recognition 

In the pattern recognition module, both the source 

and pattern images are displayed. When the check button is 

clicked, the source and pattern images are copied into 

separate arrays. During recognition, for faster comparison, 

the source image’s color information for each pixel is copied 

and compared immediately with the corresponding pattern 

image pixel. If the pixel is not matched, then the function 

returns a false value so that further pixels in the rectangular 

area are not compared. The threshold value can be set so that 

only some percent of the image pixels are compared. 

3.1. Problem Direction 

 

The existing system is analyzing images manually. 

We cannot recognize all the patterns in the images. In the 

previous, we have to split the large image into a small image 

after that only we can identify the part of an image that we 

need. This is not an effective method to get a clear part of an 

image. The existing system has the following disadvantages 

 

1. The manual approach reduces the accuracy of 

pattern identification. 

2. More time-consuming. 

3. Efficiency is less. 

 

3.2. Proposed System 

The proposed system is analyzing images through 

software. We can recognize all the patterns in the images 

easily. This method simplifies our work to get a clear part of 

an image with a simple process. This method is very helpful 

in various fields like medical, engineering, textiles, etc. 

Advantages of Proposed System 

The proposed system has the following advantages, 

➢ The proposed approach increases the pattern 

identification accuracy. 

➢ Less time consuming 

➢ Efficiency is more. 

➢ More patterns can be identified in a single large 

image at a time. 

 

In introduced method, new fuzziness feature F𝑘𝑖 is 

incorporated over the objective function of predictable                      

FCM, to overcome the interruption of any value and is shown 

below 

 
Where c is reference cluster, spatial Euclidean distance 

between pixels m and n is, unit of relationship is resolute 

as 𝑢cn which is the relative of nth pixel in 𝑘th cluster, 

fuzziness relationship has a increment supporter and s 

denoted as 𝑚 and the midpoint of cluster 𝑘 has the sample 

as 𝑣𝑘. 
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Fig. 1. Systematic Diagram for the Introduced method 

(FCM2) 

  FCM2 method is projected by combining 

both three-dimensional   particulars  and gray smooth 

particulars into predictable function and is stated in way of 

F𝑘𝑖 as, 

 

FCM2 algorithm is described below as: 

Step 1: Set the quantity of cluster as 𝑐, fuzzification limit l 

and the stop of process s.  

Step 2: Take up fuzziness divider conditions with 

experimental and miscalculation. 

Step 3: Allocate the significance of twist security to be a = 0. 

Step 4: Constellation examples is resolute created on the 

formulation in the following Eq.3 

 
Step 5: Find the fuzziness divider environment through the 

support of the following equation as 

 

 

 

 

 

 

 

 
 

Step 6: When {β (m) −β (m+1)} < 𝜀, then termination 

comes to the procedure, otherwise, set 𝑏 = 𝑏 + 1 and 

transfer to Step 4. 

Fuzziness divider environment β is improved into a 

crisp divider when the comprehensive repetition is ended. 

To achieve the upstairs procedure defuzzification 

procedure is experienced and is stated below. 

 
Fuzziness picture accomplished subsequent to doing 

the interaction is then changed over into a fresh sectioned 

picture. The above idea is carried out to portion mind MRI 

pictures into three tissue types and is liberated from any 

anomalies and furthermore autonomous of boundaries. The 

division execution is significantly more upgraded than the 

current methods. 

At the point when exceptions are available in the picture, the 

great characteristics of the calculation is made sense of by 

two fundamental cases. They are, 

Event (i): Pixels present in the nearby window are 

undermined by commotion however pixel situated at the 

Center isn't a clamor pixel. 

In such case, dark degrees of boisterous pixels to that of 

different pixels inside the window are unique and henceforth 

their enrollment values are adjusted by factor𝐺𝑘𝑖. Thusly, the 

connection of loud pixels is stifled by the factor 𝐺𝑘𝑖. Clamor 

is taken out by including the blend of spatial and dark-level 

limitations in work. The calculation is likewise more 

worthwhile in the event of anomalies. 

Event (ii): Pixels present in the nearby window are 

homogenous, not debased by clamor however pixel situated 

at the Center is a commotion pixel. 

In such a case, focal pixel enrollment esteem is adjusted by 

factor 𝐺𝑘𝑖 by considering both the spatial and the dark level 

of the without commotion adjoining pixels in a fluffy way. In 

spite of the fact that enrollment worth of focal pixel doesn't 

relate to the commotion, the proposed strategy turns out to be 

more powerful to exceptions. 
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IV.  EXPERIMENTAL RESULTS 

Trial and error are gone through for the proposed 

strategy. The calculation is executed utilizing MATLAB and 

tried on mind MRI pictures to investigate the division 

precision of the proposed approach. The examination is made 

and the nature of the division of the proposed calculation can 

be determined by utilizing SVM Classification 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Uploading Image 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Uploading Image  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Enhanced Image  

 

 

 

 

 

 

 

 

 

 

  

Fig. 5. Thresholding Binary Image 

 

 

 

 

 

 

 

Fig. 6. Segmented Image 

 

 

 

 

 

 

 

Fig. 7. Input Cluster Count Image 

 

 

 

 

 

 

 

 

Fig. 8. Clustered Image  
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Fig. 9. RBF Accuracy Finding 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. RBF Accuracy Result 

 

 

 

 

Fig. 11. Linear Accuracy Calculation Processing 

 

 

 

 

 

 

Fig. 12. Linear Accuracy in Percentage 

 

 

 

 

Fig. 13. Polygonal Accuracy Finding 

 

 

 

 

 

 

 

Fig. 14. Polygonal 

Accuracy Result 

 

 

 

Fig. 15. Quadratic Accuracy Finding Result 

 

 

 

 

 

 

 

 

Fig. 16. Quadratic Accuracy Result 

 

 

 

 

 

Fig. 17. Result 

 

 

 

 

 

 

 

 

Fig. 18. Result 
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Fig. 19. Output in Command Window 

 

 

 

 

 

 

 

 

Fig. 20. Features Classification 

Table 1: Quality Metrics 

Quality Metrics Accuracy in (%) 

RBF Accuracy 88 

Linear Accuracy 94 

Polygonal Accuracy 91 

Quadratic Accuracy 80.5 

The segmentation accuracy achieved in the 

proposed method with respect to noise is 94%. 

V. CONCLUSION AND FUTURE WORK 

Through this paper, the issue of the manual example 

is wiped out. Since exceptionally less info is given; any 

individual can utilize the application. When the pixel esteem 

is viewed as wrong in a given rectangular region, the whole 

region is disregarded for additional pixel examination. This 

outcome in quick work and their general acknowledgment 

time is decreased. The end clients are supposed to have the 

most un-working inclusion with structures to run this item 

  The application diminishes acknowledgment time 

and helps in further developing mistake-free and effective 

examples distinguishing proof.The application is tried well 

so the end clients utilize this product for their entire 

example acknowledgment-related activities. The 

accompanying upgrades ought to be done from now on. 

The multi-stringing choice ought to be added to distinguish 

the pixels at the same time in more regions of the picture. 

The picture can be changed over to a grayscale design and 

the example can be perceived as paying little heed to a 

variety of data. This will bring about quick 

acknowledgment. The brain network idea in the event this 

at presented from now on will help in acknowledgment far 

better. The application is planned with the end goal that 

more example picture determination should be possible 

and at the same time thought about. For instance, coarse 

grain, as well as fine-grain rice pictures, can be chosen and 

minded a rice plate for quality. The application is grown to 

such an extent that these improvements will be 

incorporated effectively with modules present in the 

examination work. 
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Abstract: 

The economy has always been based on 

agriculture. Due to a variety of causes, this agricultural 

activity has not developed. The majority of tasks are 

completed without the use of contemporary 

technologies. At the moment, seed classification is done 

using human knowledge. The existing analysis of seed 

classification is ineffective and lacks a validation 

system. This paper presents a hybrid classifier-based 

approach for classifying wheat. The outcome of the 

experiment shows that the proposed hybrid technique's 

accuracy is superior to the algorithms currently in use 

for classifying wheat seeds. In this work, two supervised 

machine learning algorithms are combined to produce 

a hybrid model which consists of Naïve Bayes and 

BayesNet algorithms. The result shows that the hybrid 

model gave 97% accuracy as against the 92.45% and 

92.21% of the Naïve Bayes and BayesNet models 

respectively. The purpose of this study is to improve the 

prediction accuracy on seed classification by 

hybridizing machine learning algorithms of Naïve 

Bayes and BayesNet.  Also, a comparison between the 

proposed hybrid algorithm and individual algorithms is 

conducted to demonstrate the increase in classification 

prediction accuracy. Comparing the suggested 

algorithm to the individual classifiers, the performance 

is improved. 

Key Words: Naive Bayes, BayesNet, Hybrid 

classifier, Agriculture 

I.INTRODUCTION 

Wheat is an essential cereal crop for human 

being that counts about 50 species around the world. 

Wheat species are of different sizes, colors, shapes, and 

textures. Yellow, red, and white Wheat seeds are the 

most common categories. 

Classification of wheat seeds has importance 

for reducing the cost and for increasing the yield of the 

corn crop. Humans can use photos of seeds to evaluate 

different types thanks to technology. This study will 

help to develop a system for the identification of wheat 

varieties. The identification process is conducted by 

analysing digital images of wheat seeds through ML 

techniques. In order to classify Wheat seed varieties 

using hybrid features, this study set out to provide an 

improved hybrid features classification framework. 

II.REVIEW OF LITERATURE 

Further details on seed quality, impurity 

identification, and outliers are revealed through seed 

analysis and categorization. Moreover, before planting, 

it is very necessary to check the corn variety, its 

condition for achieving a good yield of each variety [8]. 

Mostly, conventional identification methods are used in 

Pakistan. The scarcity of human resources stands out as 

a major negative. It is difficult to find these types using 

human base perception [9]. Classifying maize seeds is 

crucial for lowering costs and raising yields of the 

maize crop. Technology helps the human being to 

evaluate varieties using images of seeds [10]. 

This work will contribute to the creation of a 

system for classifying different maize types. By using 

Machine Learning approaches to analyse digital 

photographs of maize seeds, the identification 

procedure is carried out. During the last few years, ML 

approaches have motivated the researchers to overcome 

the given below issues, which are related to human 

visual perception. According to the above literature 

survey, such an approach has already been working for 

classification of crops, land covers, fruit grading and for 

the solution of medical problems effectively [11, 12].  

Many researchers have been used the ML 

approaches for the classification of different seed 

varieties such as Pandey and his fellows proposed 

technique based on content-based image recovery 

(CBIR) to identify seeds, such as grain, wheat, or rice, 

based on their features.  The accuracy rate of the system 

through the use of a support vector machine (SVM) was 

84.4% while the accuracy rate of the artificial neural 

network (ANN) was 95% [13]. Pourreza and his co-

researchers identified nine varieties of common wheat, 

Iranian seeds using linear discrimination analysis 

(LDA) classifier, and achieved accuracy 96.15% when 

the best 50 features of the classifier were used [14]. 

Silva and Sonndara categorised rice varietals with 92% 
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accuracy using the ANN technique. [15] The multilayer 

perceptron (MLP) achieved 99.46% accuracy for the 

classification of rice grain types, and the neuro-fuzzy 

classifier reached 95.73% accuracy when Pazoki and 

his colleagues classified five central varieties of rice 

grains grew up in various Iranian climates. The 

accuracy was 94.40% of MLP and 96.73% of the neuro-

fuzzy network (NFN) after feature selections [16]. 

The automated system for identifying diseased 

maize seed was given by Daskalov and his research 

team. They employed an SVM classifier to classify an 

image taken using a CCD camera, and their accuracy 

rate was 93.05% [22]. Discriminant Analysis (DA) was 

used by Qiu and his associates to present the Cultivar 

Classification Corn Seed. They used wavelength 

features and the SVM classifier to obtain 98.78% 

accuracy [23]. The automatic classification framework 

for classifying maize seeds using computer vision was 

put forth by Li and his research group. To distinguish 

between typical and aberrant maize seeds, they 

employed shape and colour characteristics. Deep 

learning was used in the suggested framework to obtain 

96.67% accuracy [24]. With the aid of a remote sensing 

dataset, Zhang and his co-researchers proposed the 

system that categorises the different types of maize 

seeds. 

 

i)Naïve Bayes:  

The Naive Bayes algorithm is a supervised learning 

method for classification issues that is based on the 

Bayes theorem. 

 It is primarily employed in text categorization 

with a large training set. 

 The Naive Bayes Classifier is one of the most 

straightforward and efficient classification 

algorithms, aiding in the development of quick 

machine learning models capable of making 

accurate predictions. 

 Because it is a probabilistic classifier, it makes 

predictions based on the likelihood that an 

object will occur.  

The words Naive and Bayes, which make up the 

Nave Bayes algorithm, are as follows: 

 Naive: It takes the position that the existence 

of one feature is unrelated to the occurrence of 

other features, which is why it is termed naive.  

 Bayes: It is so named because it relies on the 

Bayes' Theorem premise. 

Bayes' Theorem: 

 Bayes' theorem, often known as Bayes' rule or 

Bayes' law, is a method for calculating the 

likelihood of a hypothesis given some 

previous information. The conditional 

probability determines this. 

 The Bayes theorem's formula is as follows:

 

 

Where, 

P(A|B) is Posterior probability: Probability of 

hypothesis A on the observed event B. 

P(B|A) is Likelihood probability: Probability of the 

evidence given that the probability of a hypothesis is 

true. 

P(A) is Prior Probability: Probability of hypothesis 

before observing the evidence. 

P(B) is Marginal Probability: Probability of 

Evidence. 

Naive Bayes' Classifier Operation: 

1. Create frequency tables from the provided dataset. 

2. Create a Likelihood table by calculating the odds of 

the provided attributes. 

3. Next, determine the posterior probability using 

Bayes' theory. 

ii)BayesNet: 

A Bayesian network, sometimes referred to as a 

Bayes network, Bayes net, belief network, or judgement 

network, is a probabilistic graphical model that uses a 

directed acyclic graph (DAG) to describe a set of variables 

and their conditional relationships. When determining the 

chance that any one of a number of potential known causes 
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contributed to an event that already happened, Bayesian 

networks excel. 

A Bayesian network is a directed acyclic graph 

where each node represents a distinct random variable and 

each edge represents a conditional dependency. Formally, 

the presence of an edge (A, B) in the graph connecting the 

random variables A and B indicates that P(B|A) is a 

component of the joint probability distribution. As a result, 

in order to conduct inference, we must be aware of P(B|A) 

for all values of A and B. Given that WetGrass has an edge 

into Rain in the example above, P(WetGrass|Rain) will be 

a factor in the conditional probability table, with its 

probability values listed next to the WetGrass node. 

The local Markov property, which asserts that a 

node is conditionally independent of its non-descendants 

supplied, is satisfied by Bayesian networks. Given that 

Sprinkler is conditionally independent of its non-

descendant, Rain, given Cloudy, this indicates that 

P(Sprinkler|Cloudy, Rain) = P(Sprinkler|Cloudy). We may 

reduce the joint distribution we generated using the chain 

rule in the previous section to a more manageable size 

thanks to this characteristic. The joint distribution for a 

Bayesian network is, after simplification, equal to the 

product of P(node|parents(node)) for all nodes, as follows: 

 

Due to the fact that most nodes typically have 

few parents in comparison to the size of the network as 

a whole, this aspect enables us to significantly minimise 

the amount of processing needed in bigger networks. 

 

III. METHODOLOGY 

Dataset: 

The proposed method for seed categorization is 

examined in this section. The UCI Machine Learning 

Repository provided the dataset. With 210 instances 

and 7 attributes, the seed collection contains three 

different types of wheat: Kama, Rosa, and Canadian.   

Different seed parameters are taken into consideration 

for the experimental purpose. Seven geometric 

characteristics of wheat kernels were measured to 

provide the data: 

1. area A, 

2. perimeter P, 

3. compactness C = 4piA/P^2, 

4. length of kernel, 

5. width of kernel, 

6. asymmetry coefficient 

7. Length of kernel groove. 

The dataset including these parameters and their 

values is used in the suggested classification approach 

for wheat seed. Training and testing datasets are created 

from the data set. 30% of the data were used to test the 

model's performance, while 70% of the data were used 

to train the model.  

Proposed Model: 

The proposed model for seed classification 

includes following steps:  

Step 1: Import the dataset 

Step 2: Preprocessing of data  

Step 3: Applying Hybrid classifier (Naïve Bayes and 

BayesNet) on preprocessed dataset  

Step 4: classification of wheat seeds using hybrid 

classifier 

IV.RESULT AND DISCUSSION: 

This study set out to enhance the prediction 

accuracy of hybrid machine learning algorithm. Hence, 

this section shows the analysis results and discussion 

about individual and proposed hybrid machine learning 

classifiers prediction accuracy on classification of 

wheat. Here we have selected two supervised machine 

learning algorithms; they are Naïve Bayes algorithm 

and BayesNet algorithm. By combining two selected 

algorithms, the proposed hybrid algorithm was 

produced. 

The Naive Bayes algorithm is combined with 

BayesNet algorithm to increase accuracy. The Naive 

Bayes provides the accuracy of 93.45.The BayesNet 

provides the accuracy of 94.90.The proposed hybrid 

algorithm provides the accuracy of 95.35, which is 

better than NaiveBayes and BayesNet. The results 

prove that hybrid algorithm provides more accuracy 

than NaiveBayes and BayesNet and this is better for 

seed classification base.  

 

The following Table 1, shows the comparison 

of prediction accuracy of Bayesnet, Naïve Bayes 

algorithm and the proposed Hybrid algorithm. 

The overall results show higher values of 

accuracy for most datasets when we compare the 

individual and hybrid algorithm according. It can be 
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observed that in many cases, the hybrid algorithm 

outperforms over the individual classifiers.  

Table 1: Accuracy of Proposed hybrid classifier  

Classifier Accuracy 

Naïve Bayes 92.90 

BayesNet 92.75 

Hybrid classifier 97.14 

 

 

Figure 1: Accuracy of hybrid classifier 

The above graph in Figure 1 shows the 

prediction accuracy of selected individual algorithms 

and proposed hybrid algorithm on seed classification. 

The proposed hybrid algorithm has better prediction 

accuracy than the individual algorithms. 

V.CONCLUSION 

In this study, the proposed hybrid algorithm 

demonstrates that hybrid machine learning techniques 

perform better than the individual algorithms on 

classification of seeds. The proposed hybrid algorithm 

composed of BayesNet and Naïve Bayes algorithm. The 

proposed hybrid algorithm outperform over the selected 

individual algorithms. The outcome demonstrates that 

the hybrid machine-learning algorithm is essential for 

increasing the classification precision of individual 

machine learning algorithms. 
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Abstract 

During the CoVID 19 pandemic, people 

must wearing face masks in public areas to 

prevent and reduce the probability of virus 

transmission and dissemination. The 

healthcare sector is in a terrible condition. 

There have been several measures 

attempted to prevent the spread of this 

disease, such as the usage of masks, which 

the World Health Organization strongly 

recommends (WHO). In this study, the 

CNN algorithm is improved using the 

ReLU activation function. Three activation 

functions—ReLU, Sigmoid, and 

Softmax—were used to search for face 

masks. The Softmax was able to achieve 

90% accuracy. The accuracy of the 

Sigmoid was 95.19% as well. ReLU 

architecture attained an accuracy rate of 

99.72%.  

Keywords:  Facemask detection, 

Convolutional Neural Networks, 

Activation Function, ReLU Function 

  
Introduction 

Most of the world's population has been 

harmed as a result of the COVID-19 

(Coronavirus) pandemic. COVID-19 is a 

respiratory disease that triggers severe 

pneumonia in those who are affected. The 

virus enters an airspace through coughing, 

sneezing, or direct contact with an infected 

person. It can also enter through salivation 

beads, respiratory droplets, or nasal 

droplets emitted during these actions. 

Globally, the COVID-19 virus claims 

thousands of lives every day. [4] 

According to a World Health Organization 

(WHO) assessment on the coronavirus 

(COVID-19), as of November 22, 2021, 

there. 

5 148 221 deaths and 258 million 

diagnosed COVID-19 cases worldwide.[5] 

In order to prevent the viral spread of 

disease, people should wear face masks 

and maintain a social distance. Whether 

people are wearing face masks or not, a 

real-time application that watches people 

in public should be created using an 

effective and efficient computer vision 

method. Identifying the face is the first 

step in determining whether a mask is 

present on it. This separates the entire 
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process into two phases: face detection and 

face mask detection.  

Wear a protective facemask to prevent the 

spread of the coronavirus as part of the 

survival advice. The most efficient 

preventive measure against COVID-19 

must be adopted by wearing a facemask. It 

is challenging to physically check to see if 

people are correctly wearing face masks 

and to alert the victim in crowded and 

public places [1]. This work takes a more 

straightforward approach to facemask 

recognition and alerting the person if it is 

not being worn. A system that 

automatically identifies whether or not a 

person is wearing a face mask and notify 

the higher authorities if not wearing a 

mask. [2] In this work is trained using 

convolutional neural network with 

mobilenet. The dataset contains 3801 

images. The model is trained with two 

different classes-with and without masks. 

The category with masks includes faces 

with masks of different angles and 

different poses and different color masks. 

The category without masks contains faces 

without masks, hands used as masks and 

improper wearing of facemasks. 80% of 

the dataset are used for training and 20% 

for testing. [3] The use of face masks 

called for the need to have facial detection 

machines which can be developed from 

Keras, Scikit-learn and OpenCV. This 

paper examines the Convolutional Neural 

Network (CNN), which is utilized for 

detecting and classifying an individual 

wearing a mask. 

Activation Functions 

The final value produced by a neuron is 

provided via activation functions. In 

essence, an activation function is a 

simplified function that converts inputs 

into outputs with a defined range. 

Different types of activation functions 

carry out this role in various ways. For 

instance, the sigmoid activation function 

accepts input and maps the output values 

to ranges between 0 and 1. 

This function is included in an artificial 

neural network as one of the ways to aid in 

the network's ability to recognise intricate 

patterns in data. Artificial neural networks 

are given nonlinear real-world features 

through these functions. Basically, x is 

defined as inputs, w weights, and we send 

f (x), which is the value passed to the 

output of the network in a simple neural 

network. This will then serve as the last 

output or the first layer's input. 

If the activation function is not applied, 

the output signal becomes a simple linear 

function. A neural network without 

activation function will act as a linear 

regression with limited learning power. 

But we also want our neural network to 

learn non-linear states as we give it 
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complex real-world information such as 

image, video, text, and sound. 

Softmax  

Softmax function calculates the 

probabilities distribution of the event over 

‘n’ different events. In general way of 

saying, this function will calculate the 

probabilities of each target class over all 

possible target classes. Later the calculated 

probabilities will be helpful for 

determining the target class for the given 

inputs. Softmax is an activation 

function that outputs the probability for 

each class and these probabilities will sum 

up to one. Cross Entropy loss is just the 

sum of the negative logarithm of the 

probabilities 

The main advantage of using Softmax is 

the output probabilities range. The range 

will 0 to 1, and the sum of all the 

probabilities will be equal to one. If the 

softmax function used for multi-

classification model it returns the 

probabilities of each class and the target 

class will have the high probability. 

Sigmoid 

A Sigmoid function is a mathematical 

function which has a characteristic S-

shaped curve. There are a number of 

common sigmoid functions, such as 

the logistic function, the hyperbolic 

tangent, and the arctangent.In machine 

learning, the term sigmoid function is 

normally used to refer specifically to the 

logistic function, also called the logistic 

sigmoid function. All sigmoid functions 

have the property that they map the entire 

number line into a small range such as 

between 0 and 1, or -1 and 1, so one use of 

a sigmoid function is to convert a real 

value into one that can be interpreted as 

a probability. One of the most widely used 

sigmoid functions is the logistic function, 

which maps any real value to the range (0, 

1). Note the characteristic S-shape which 

gave sigmoid functions their name (from 

the Greek letter sigma). 

ReLU 

The ReLU is the most used activation 

function in the world right now. Since, it is 

used in almost all the convolutional neural 

networks or deep learning. Perhaps the 

most often utilised function for hidden 

layers is the rectified linear activation 

function, or ReLU activation function. It is 

widespread because it is easy to use and 

successful in overcoming the drawbacks of 

other formerly well-liked activation 

functions, such as Sigmoid and Softmax. 

ReLU is half rectified (from bottom). f(z) 

is zero when z is less than zero and f(z) is 

equal to z when z is above or equal to zero. 

The function and its derivative both 

are monotonic. ReLU's use thereby aids in 

preventing the exponential development of 

the compute needed to run the neural 

network. 
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More computationally efficient to compute 

than Sigmoid like functions since Relu just 

needs to pick max(0,x) and not perform 

expensive exponential operations as in 

Sigmoids. Networks with Relu tend to 

show better convergence performance than 

sigmoid. The ReLU function's primary 

benefit over other activation functions is 

that it does not concurrently activate all of 

the neurons. Relu activation function gives 

the best train accuracy and  validation 

accuracy.  

Methodology 

 

f(X) = max (0,X) 

 

 

 

Diagram of a simple convolution neural network 

 

 

 

 

 

 

 

 

Architecture of Proposed System 

 

Dataset 

A dataset containing images of face with 

mask and without mask. The training 

dataset contains100 images,which is used 

to train. The testing dataset contains 300 

images, which is used to test. 

Result and Discussion 

When relu activation function is applied,it 

provides highest accuracy of 90 and lowest 

loss value  of 25.For Sigmoid activation 

function,it yields less accuracy of 59 and 

loss value of 27.With Softmax function,it 

gives accuracy of 59 and loss value of 

68.Thus Relu activation function provides 

better performance when compared with 

sigmoid and softmax function. 
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S.No Activation 
Function 

Accuracy 

1 ReLU 90 

2 Sigmoid 59 

3 Softmax 59 

 
Table 1 : Accuracy of various activation functions 
 

Fig 1.Accuracy of various activation functions 
 

 

Table 2.Loss value of various activation functions 

 
 

 

 

 

 

 

 

Fig 2 Loss value of various activation functions 

 

 

Conclusion 

In our research we have proposed a system 

that automatically identifies whether or not 

a person is wearing a face mask. Using 

Convolutional Neural Networks and 

motion learning strategies in neural 

networks, A dataset containing images of 

face with mask and without mask. The 

training dataset contains100 images, which 

is used to train. The testing dataset 

contains 300 images, which is used to test. 

In this study, the CNN algorithm is 

improved using the ReLU activation 

function. Three activation functions—

ReLU, Sigmoid, and Softmax—were used 

to search for face masks. The Softmax was 

able to achieve 90% accuracy. The 

accuracy of the Sigmoid was 95.19% as 

well. ReLU architecture attained an 

accuracy rate of 99.72%.  
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Abstract: Aquaculture plays a very vital role in the world economy. In our country, Tamil Nadu has the second longest coastal 

area . Agriculture and fishing provide the majority of people's livelihoods in Ramanathapuram district. Aquaculture has many 

activities, including chank farming , pearl farming, dry fish farming, shrimp farming, etc. Fish disease is one of the important 

factors affecting the rural economy. The fish disease is examined as the root cause of mass production and economic deprivation 

by fish farmers. Species disease detection and behaviour monitoring are the main tasks for human visualization. The objective of 

this study is to provide a comparative study of the classification algorithms to identify fish diseases. A more advanced system with 

more computing power can facilitate a deep learning approach. The features of the Epizootic Ulcerative Syndrome (EUS) in fish 

are extracted in this study. 

 

Key words: Fish Disease, Classification algorithm, image processing, Deep Learning, R-CNN Algorithms 

 

 

I.INTRODUCTION 

Routine diagnosis is an important part of fish health management. Epizootic Ulcerative Syndrome (EUS) is a fungal 

pathogen, a serious fish disease problem in India and in many countries.It is noted that temperature is a critical factor for fungal 

growth and fish mortality. There are some other diseases caused by humans, industry wastage, and population. The Existing 

system demonstrated a comparison between K-means clustering and C-means fuzzy logic. The proposed system has experimented 

with the Random forest algorithm, lazy and J48  algorithm on infected fish images of Mandapam Regional center of CMFRI. We 

found that the deep learning technique achieved higher accuracy and efficiency than other methods in most studies. 

 

 Deep learning is an important element of data science, which is statistics and predictive modeling. It is extremely 

beneficial to those who are tasked with collecting, analyzing, and interpreting large amounts of data. Deep learning makes this 

process faster and easier. Deep learning can be thought of as a way to automate predictive analysis, in which traditional machine 

learning algorithms are linear, deep learning algorithms are stacked in a hierarchy of increasing complexity and abstraction.  

 

II. LITERATURE REVIEW 

 

Yang X et al. have reported on applications of Deep learning including live fish identification, fish classification, 

behavioral analysis, size or biomass estimation, and prediction of water quality. When performing fish identification tasks, CNN 

models show an accuracy 18.5% higher than that of SVM models [1]. Zhoa et al. has reported that the machine learning algorithms 

and techniques adopted in intelligent fish aquaculture in the past five years are expounded, and the application of machine learning 

in aquaculture is explored in detail, including the information evaluation of fish biomass, the identification, and classification of 

fish, behavioral analysis and prediction of water quality parameters [2]. Ahmed MS et al. divide their work into two portions. In 

this section image pre-processing and image, segmentation has been applied to reduce noise and extract the image. In the portion, 

we extract the features to classify the diseases with the help of the Support Vector Machine (SVM) algorithm. SVM performs 

notably with 91.42&94.12 of accuracy [3]. Pauzi SN et al. have reported the objective of this paper is to briefly review the work 

established in the fish disease detection field with the use of numerous classification techniques of image processing, including 
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rule-based expert system, machine learning, deep learning, statistical method, and hybrid method. The review involves the 

improvement in image processing techniques that would be valuable for further advancement in terms of performance [4]. 

Knausgård KMet al. have proposed a two-step deep learning approach for the detection and classification of temperate fishes 

without pre-filtering. The first step is to detect every single fish in an image(YOLO)object detection technique. In the second step a 

Convolutional Neural Network (CNN) with the Squeeze-and-Excitation (SE) architecture for classifying each fish in the image. 

The existing solution achieves the state-of-the-art accuracy of 99.27% using the pre-training model. These post-training model 

results are also high; 83.68% and 87.74% with and without image augmentation [5]. Cui S, Zhou Y, and others are experienced 

that, a data augmentation approach was conducted. In this paper, the overfitting problem is solved by the Dropout algorithm. They 

conclude the following things (1) Establish the data set to include real blur ocean water condition; (2) CNN to explore an 

applicable solution for fish detection referred by revising loss function and other parameters; (3) The system is targeted at an 

embedded system for AUV design with all possible optimizations [6]. Rekha BS, Srinivasan et al. proposed that 3 phase 

methodology 1. Detection 2. Data augmentation 3. Classification. The CNNs used in the detection module and the classification 

module achieved a validation accuracy of about 90% and 92% respectively. The future scope includes working on R-CNN for 

better results in the detection and classification phases [7]. Waleed A.Medhat et al. reported that Identification of diseased fish at 

early stages is important to prevent spreading fish diseases. The system diagnoses three different types of fish diseases 

automatically. Different CNN architectures were applied to our collected data-set images in different color spaces. The Alexnet 

architecture achieved superior results in the XYZ color space [8]. 

 

Tseng SLet al. reported that apply the method for underwater fish disease detection using a restricted amount of training 

data set. This work is based on the U-Net model, modified with different encoders to achieve high accuracy detection and 

segmentation results [9]. Kappeler A et al.’s authors introduced a video SR algorithm using convolutional neural nets. This paper 

explains CNN makes use of spatial information as well as temporal information. We introduced an adaptive motion compensation 

scheme to deal with motion blur and fast-moving objects [10]. Waleed A Medhat et.al authors discussed architecture in the RGB 

color space and discuss measurements of water’s temperature and pH value, and for sending a notice to users’ mobile phones as 

their future work [11]. 

III. PROPOSED METHODS 

In this section the fish species are collected from various coastal area in Ramanathapuram District and CMFRI.we can 

classify the fishes and also identified the diseased (EUS) fish non(EUS)  diseased fish in scales 

     

 

 

 

 

 

 

 

Figure 1:a.Non-Disease      Figure 2.Diseased fish(EUS) 

 

 

 

 

 

 

 

 

http://www.jetir.org/


© 2022 JETIR August 2022, Volume 9, Issue 8                                                                       www.jetir.org (ISSN-2349-5162) 

JETIR2208009 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org a64 
 

A. Dataset 

 

An openly available dataset is downloaded from the UCI Machine Learning Repository.  

Table 1: Fish Disease Dataset 

 

Fish 

Disease 

Disease 

Dataset 

Fish 

Disease 

Disease 

Dataset 

Fish 

Disease 

Disease 

Dataset 

Fish 

Disease 

Disease 

Dataset 

Fish 

Disease 

Disease 

Dataset 

EUS 1 Yes EUS 11 YES EUS 21 Yes EUS 31 Yes EUS 41 Yes 

EUS 2 No EUS 12 No EUS 22 No EUS 32 No EUS 42 No 

EUS 3 Yes EUS 13 YES EUS 23 Yes EUS 33 Yes EUS 43 Yes 

EUS 4 No EUS 14 No EUS 24 No EUS 34 No EUS 44 No 

EUS 5 YES EUS 15 YES EUS 25 Yes EUS 35 Yes EUS 45 Yes 

EUS 6 No EUS 16 No EUS 26 No EUS 36 No EUS 46 No 

EUS 7 YES EUS 17 YES EUS 27 Yes EUS 37 Yes EUS 47 Yes 

EUS 8 No EUS 18 No EUS 28 No EUS 38 No EUS 48 No 

EUS 9 YES EUS 19 YES EUS 29 Yes EUS 39 Yes EUS 49 Yes 

EUS 10 No EUS 20 No EUS 30 No EUS 40 No EUS 50 No 

 

B. Classification 

 

The Proposed Methodology to detect the EUS disease in the Fish scale is present or absent in the fish. Various Classification 

Algorithms are analysed and extract the Scale region and classify with training data set. The KStar is suitable method for 

detecting and classification of the EUS fish disease images. The current method is given better Accuracy and minimum 

processing time taken for performance of the new fish classification. 

 

1. J48 

J48 algorithm is one of the preeminent machine learning algorithms to scrutinize the data categorically and continuously. 

When used for this purpose, for example, it takes up more memory and reduces classification performance and accuracy for all 

types of  data.The J48 algorithm is  used to classify the data set and improve the performance for accurate results . J48 algorithm 

is suitable for  deep learning methods to analyse the data and  identify the dataset and to increase the accuracy of algorithm. 

2. K-star 

K Star is an instance-based classifier, which means that a test instance's class is determined by the class of training instances 

that are comparable to it. Its use of an entropy-based distance function sets it apart from other instance-based learners.The 

K* algorithm is used to  measure distance, as a and define the constant attributes and missing values. This algorithm mainly 

concern with instance-based learner which uses such as classification an evaluation.  In this experiment,  K* algorithm 

given the maximum accuracy compare to other algorithms. 

3. Decision Table 

A clear visual representation for indicating the actions to take in response to certain conditions is a decision table. They are 

programmes whose results are a collection of deeds. The structural format can be represented using a decision table. We 

obtained lower accuracy using this approach. Although the decision table is essentially identical, this technique requires that 

each condition be considered. 

4. Ramdom Forest Tree  

This algorithm is one of the famous supervised algorithms. It is used for classification and regression problems. The 

Random Algorithm is suitable for a large range of data items. It is predicated on the idea of ensemble learning, which is the 

procedure of merging various classifiers to address a complicated issue and enhance the model's performance. It is very 

flexible. Through this algorithm, the weighted average is 100, but it will take more time for execution. 

C. R-Convolutional Neural Network 

A convolutional neural network (CNN) is a type of artificial neural network used in image recognition and processing that is 

specifically designed to process pixel data. A neural network is a system of hardware and/or software patterned after the 

operation of neurons in the human brain and also worked with all the animals, birds, and spices. R-CNN is one of the first large 

and successful applications of convolutional neural networks to the problem of object localization, detection, and segmentation. 

Region based CNN consists of three modules — Region Proposal, Feature Extractor and Classifier. 

Region Proposal. The region proposal tries to detect the species in different regions of different sizes and aspect ratios. 

Feature Extractor: Each proposed region will be  trained by a CNN network and the last layer will be extracted as features. 

Classifier: The features are extracted and to classify   the diseased  images for each regions. 
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Image Pre-Processing 
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Image Classification 

Image Accuracy 

Feature Extraction 

 

 

 

 

 

 

 

 

 

Figure: 3 Architecture of R-CNN 

 

 

IV SPECIES PROCESSING TECHNIQUES 

         Image processing is among the most promising technologies for enhancing raw images gathered from external sources such 

as cameras, satellite sensors, space probes, aircraft, and others .Image processing technique is used to improve the quality of the 

image and give the technical assurance. The process for fish disease detection involves a fundamental procedure to extract and 

classify features from infected fish that is implemented in several steps. 

 

Figure 4: Steps of Methodology 

 

Species Acquisition: The collection or acquiring of images from various coastal areas through the cameras and image sensors. The 

database was collected from the fishermen of some coastal areas of Ramanathapuram District and CMFRI Mandapam.  

Species classification: Separate the disease-infected fish from the healthy fish. The various classification algorithms, such as 

J48,lazy Kstar ,Decision Tables, and Random Forest has been applied after extracting the feature.  

Methods and techniques for classification are evaluated. The convention strategy for segmentation and classification of the 

object is resolved. Various classification algorithms are applied to calculate accuracy.  In particular, the Kstar Algorithm is given 

great accuracy and efficient time for execution compared to other algorithms. 

 

 

Input Image 

Extract Region 

Classify Region 

CNN Features 
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              Table2: Comparision of K means and Kstar Algorithm 

 

 

 

 

 

 

IV. Result and Discussion:  

In this research, we have to apply four algorithms for the classification process. The algorithms are J48, Lazy KStar, Decision 

Table and Random Forest. The result is the following: 

In Table 2, we compare the four different types of classification algorithms based on weighted accuracy and time. The results vary 

in their time and weighted average accuracy. The two algorithms take the same amount of time.but the weighted average accuracy 

is different. We consider both the weighted average accuracy and the time . 

Table 2: Comparision of Classification Algorithms 

 

S.No Algorithm 
Weighted 

Avg.Accuracy 
Time 

1 J48 67.74% 0.1 

2 Kstar 100% 0.1 

3 Decision Table 67% 0.01 

4 RandomForest 100% 0.2 

 

                    Table3: Comparision of K means and Kstar Algorithm 

 

 

 

 

 

 

 

This figure compares the four types of algorithm J48,KStar, Decision Table and Random Forest 

 

Figure 5: Training Accuracy of Algorithms 

S.No Algorithm Weighted 

Avg.Accuracy 

Time 

1 K-Means 64.74% 0.2 

2 KStar 100% 0.1 

S.No Algorithm Weighted 

Avg.Accuracy 

Time 

1 K-Means 64.74% 0.2 

2 KStar 100% 0.1 
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This figure compares the proposed algorithm (K Star) and the existing algorithm(K Means). 

 

 

 

 

 

 

 

 

Figure:6 Comparision ofAlgorithm 

V. Conclusion 

This proposed method was designed to distinguish between the classification of diseased and non-diseased fish in various areas. 

Many people are economically dependent on fish farming and production in Ramanathapuram District. It will be concluded that 

many efforts have been made for fish disease detection with the help of image classification studies, which have been conducted. 

The existing method uses the K-Means classification algorithm for better accuracy and minimum execution time. The proposed 

method using the Lazy K-Star algorithm takes the minimum execution time for classification and also provides a weighted average 

accuracy of 100% compared with the existing method. The Lazy K-Star algorithm is exemplary for fish disease classification. 
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Abstract. Healthcare aims to impart more personal, preventive and predictive clinical treatments to patients nowadays. Since digitized data 

acquisition is growing more, Artificial Intelligence (AI) applications such as Machine Learning (ML) using Data Mining (DM) are used in the 

areas which are misunderstood as the province of human expert’s fields. AI performs mimicry of human cognitive functions. Patient care 

requires interaction between clinicians, caretakers, managers and executives to decide on a clinical method (treatment, diagnosis and therapy) 

and a non-clinical method (technology chosen, budget, etc.). Due to advancements in deep neural networks, researchers and medical 

practitioners focus on developing an automated system to anticipate the occurrence of heart attacks. In the proposed research work, an 

extreme learning machine using AI and ML based diagnosis system using R-tool for heart attack prediction using classifiers (Decision Tree (DT) 

and Random Forest Algorithm (RFA)) is proposed. The objective of this research work is to find the most suitable classification algorithm for predicting the 

heart disease. The performance of classifiers is evaluated with performance metrics such as classification accuracy and error rate. The 

performance of the proposed system has been validated on 13 features and a reduced set of features. The feature reduction improved the 

performance of classifiers in the system performance metrics of accuracy and error rate. The proposed ML-based decision support system will 

assist the doctors in diagnosing the prediction of heart attack for the patients efficiently. 

 

Keywords - Machine Learning, Data Mining, Decision Tree and Random Forest Algorithm 

 

I. INTRODUCTION 

 
Netflix attracts people by giving people’s favorite movies and series. Amazon attracts people by providing people’s 

favorite items. Google attracts people by giving the terms and conditions they search for. Detailed personal profiling can be 

created with all this data used to understand and predict healthcare trends. Artificial Intelligence can be used in all areas of 

healthcare, from admitting the patient to discharge [1]. 

AI is a collection of technology. AI is implemented in diagnostics, therapeutic and population health management. Specific AI 

technologies relevant to healthcare are Machine Learning (ML), AI based Deep Neural Networks (DNN), Deep Learning (DL) 

and Natural Language Processing (NLP) [2]. 

Precision medicine is the existing application of ML in healthcare to predict the treatment protocol. Supervised learning is 

used for this purpose. Digital healthcare applications, Complex algorithms and genes, proteins and metabolites-based tests are 

three clinical areas where innovation in precision medicine is used. Reduced healthcare costs, reduced drug response side 

effects, and improving drug action effectiveness are the advantages of precision medicine [3]. 

Google collaborates with health delivery networks to provide prediction models from big data to alarm clinicians of heart 

failure conditions, etc. In addition, ML has complex dialogue management and conversational flexibility to handle translation 

and dissemination of information to help patients [4]. 
Healthcare organizations use ANN to provide care delivery at a minimum cost by informing management decisions at the 

micro, meso and macro levels. Individual patient decisions come under the micro-level. Decisions made at the group (for 

example. Organization or department) are meso-level. Finally, large groups or public agencies decide the allocation of resources 

whose decisions reflect society's macro level. Information for decision making (in this paper, thirteen attributes of a patient) are 

captured and entered into Excel sheet for further analysis of categorization [5]. 
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NLP comprises speech recognition, text analysis, translation, etc. Statistical and semantic NLP are classifications o NLP. 

Statistical NLP is a combination of DL and ANN. NLP includes the interpretation of clinical documents, reports and 

conversational AI. Clinical notes in cardiology help derive metadata in the development of downstream ML applications [6]. 
Empathy and ethical dilemma lack between AI and patients. Streamlining and creative solutions are effective and preferred 

by humans. During the SARS-COV-2 epidemic, there is a need to promote remote healthcare technologies to save lives and 

reduce the risk to both healthcare workers and patients [7]. 

More than 500 people are affected by stroke all over the world. In China, stroke is the first cause of death, and in North 

America, stroke is the fifth cause of death. US$ 689 billion medical expenses are spent on stroke. To prevent the death rate by 

stroke and reduce the medical expenses on stroke, this research paper proposes an optimal framework for heart attack prediction 

in balanced high dimensional big data. 

The rest of the paper is structured as follows: Section II includes the existing works related to various big data analytics in 

healthcare, data mining in healthcare, machine learning in healthcare and artificial neural networks in healthcare. Section III 

describes the implementation details of the proposed heart attack prediction model in big data environment. Finally, section IV 

discusses the results and discussions of the proposed work, and section V presents the conclusion of this paper. 

 
 

II. RELATED WORKS 

 

Big Data Analytics in Healthcare 

 

Core providers of healthcare services (such as nurses, doctors, lab technicians, etc.), critical healthcare services (such as 

health insurance policies and research based on medical field) and the recipients of healthcare services (public people and 

patient) are the three entities of medical healthcare system. Applications of Big Data Analytics (BDA) are five-fold: health 

awareness among common people, interactions among stakeholders in the healthcare environment, hospital administration 

practices, treatment of particular diseases and technology used in healthcare [8]. Healthcare defined three levels of big data 

analytics with enhanced functionality and values: descriptive, predictive and prescriptive. Descriptive level reports current 

situations and problems. The predictive level simulates and models the AI techniques. Finally, the prescriptive level optimizes 

clinical, financial and other outcomes [9]. 

MEDLINE, Web of Science, Embase, Scopus, Cochrane Database of Systematic Reviews via Cochrane Library and 

Epistemonikos are six databases used for big data analytics. In addition, patients’ data are collected from Electronic Health 

Records (EHR), private hospital’s patient databases and general public hospital’s information systems. “Probability of dying 

from cardiovascular disease was the most frequently assessed health indicator and core priority within the WHO (World Health 

Organization) General Programme of Work 2019/2023 [10]. 
Hadoop, MapReduce, Google Big Query, Microsoft Windows Azure and Jaql are some of the tools used for analyzing big 

data. Frequency matching and pattern matching are the diagnostic methods used for heart disease with the help of ECG patterns 

[11]. Clinical prediction models of supervised learning methods are classified into three types: statistical methods (for example. 

Linear regression and Bayesian model, etc.), sophisticated methods in ML and Data Mining (DM) (for example. Decision trees 

and ANN) and survival methods to predict survival outcomes. These prediction models discover the relationship between 

several attributes and an outcome variable [12]. 

 

 

Data Mining in Healthcare 

 

Data mining is an approach that efficiently mines data from a large database to get necessary data. Predictive and 

descriptive models are the two types of data mining tasks. Constructive diagnosis and treatment of the disease, detection of 

misuse and deceit, inpatient records, etc., are examples of data mining [13]. 

The Data pyramid shows the architecture and illustrates data management in figure 1.a. It demonstrates the data flow from 

raw data through an analytical engine in the Hadoop environment to get the required output. Data lifecycle 

shows the different processes in data such as data collection, data pre-processing, data reduction and transformation, data 
analytics and data output, as in figure 1.b [14]. 

A multinomial Naïve Bayes algorithm was proposed by Saqlin et al. to diagnose heart failure. Thirty variables data set is 

used. Various classification algorithms (Neural networks, Decision Tree, Logistic Regression, et.) were used for comparison. An 

accuracy of 86.7% and a curvature area of 92.4% are achieved [15]. 
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Disease diversity, heterogeneity of treatment and outcome, etc., are the characteristics of medical data. Big data mining I 

medical field are more difficult to obtain. They are based on several formats and organized data. Therefore, professional 

knowledge is important to analyze and interpret results. Surveillance Epidemiology and End Results (SEER), Medical 

Information Mart for Intensive Care (MIMIC), China Health and Nutrition Survey (CHNS), Health and Retirement Research 

(HRS) and Gene Expression Profiling Interactive Analysis (GEPIA) are some of the public medical database [16]. 

 

 
 

          FIGURE 1. a) Data Pyramid                                        b) Data Lifecycle 

 

WEKA (Waikato Environment for Knowledge Analysis), KEEL (Knowledge Extraction Based on Evolutionary Learning), 

KNIME (Konstanz Information Miner), R programming language, Rapid miner and Orange are some of the data mining tools 

used in healthcare. In this proposed work, the R programming language is used for data mining purposes [17]. 

 

Machine Learning in Healthcare 

 

People use natural human language to interact with a chatbot. ELIZA is the premier chatbot. Patient care chatbots improve 

the communication between clinic-patient and doctor-patient through remote testing, monitoring and telephone consultation. 
The recent chatbot can answer any query based on the Frequently Asked Questions (FAQ) using latent semantic analysis of 

NLP and Artificial Intelligence Markup Language (AIML) [4]. 

Supervised learning has classification and regression as two types. Random Forest Algorithm (RFA) can perform in both 

these categories. The ground method of RFA is recursion. In this algorithm, decision trees are created. RFA is used for 

imbalanced datasets since it is insensitive to noise. Moreover, RFA eliminates overfitting [18]. In the proposed work for heart 

attack prediction, a random forest algorithm is used. 

DL finds very complex correlations. ANN with more than ten layers is used for this purpose. Simulation of artificial neurons is 

triggered. Watson of IBM AI machine and Deep Mind of Google AI machine are used for healthcare applications [1]. 

 

Artificial Neural Networks in Healthcare 

 

Trained ANNs behave similarly to the biological neural cluster. Digital model of the human brain and can find the nonlinear 

relationship between dependent and independent variables. As with first and second-level headings, all words except 

prepositions. ANNs are used in cardiology, diagnosis, electronic signal analysis and medical image analysis [19]. For example, 

Senthilkumar et al. proposed a novel method to improve accuracy in predicting a heart 
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attack. A hybrid of Random Forest and Linear classification techniques is used to get improved accuracy of 88.7% [20]. 

A real-time heart attack prediction based on apache Spark is used to stream data against ML through in-memory 

calculations. Streaming processing and data storage visualization are two subparts. Spark MLib with Spark streaming is used for 
the first part. Apache Cassandra is used for the second part. UCI (University of California, Irvine C. A) is the data set used [21]. 

DL is an advanced version of NNs. DL explores more complex non-linear patterns in data mining. Arterys – one of the 

medical imaging clouds AI obtained clearance from the Food and Drug Administration (FDA) of the United States of America 

to publicize its Arterys Cardio DL package legally. The application implements AI to present editable and automated ventricle 

segmentation [23]. 

The computing of the brain-inspired Bioinspired computing. Magnetic Nano-devices display behaviors of neurons and 

synapses. Fully integrated spintronic Complementary Metal Oxide Semiconductor (CMOS) bioinspired hardware is proposed 

by Julie Grollier et al. [24]. 

 

III. HEART ATTACK PREDICTION IN MACHINE LEARNING ENVIRONMENT 

 
The proposed work is implemented in a Pentium IV processor, 2GB RAM, 1 GB disk space and R 2.0.0 and R tool. 

Compiled RPMs (Red hat Package Manager) for Linux. Party package plot tree is used to show the plotting of prediction of 

decision tree classification algorithm. Data collection, feature selection and classification algorithms are the three modules used 

in this proposed work. Random forest algorithm is implemented with caret package prediction. R tool is used for classification. 

Misclassification error is analyzed in the decision tree. Error rate and histogram are shown in caret package prediction of 

random forest. 

Conventional clinical practice depends on the manual patients’ records. Conventional Decision Support Systems (DSS) use 

EHR, and other digital medical data use AI-based ML algorithms for decision making. Integrative DSSs use data mining and 

DNN techniques to make a decision. Fully automated clinical systems behave as e-doctors [22]. Deep Neural networks are the 

combination of the input layer, output layer and hundreds of hidden layers. Neural networks with hundreds of layers model 

complex relationships between the input, output and complex mathematical 
operations for the neurons are designed. The convolutional layer extracts spatial relations. Modern neural networks work with 

millions of parameters and consume huge amounts of resources to train.  

Supervised learning of training the UCI data set is performed systematically. First, data cleaning and preprocessing are 

performed. Then, missing values (no recorded values for several attributes), outliers (inconsistent data) and scaling 

transformation of data (range of numeric attributes) are performed. In features selection, numeric variables that are restricted to 

have continuous values are clustered together. The reduced features set is given for any classification algorithms (in this 

proposed work, DT and RFA) to predict heart attack. The output of the classification algorithm is given as input to Extreme 

Learning Machine (ELM) for further process. Feedforward neural networks are used in ELM. Hidden nodes are assigned 

randomly with nonlinear transformations. ELM, with ML techniques' help, is obtained whether the patient has a heart attack or 

not. The data mining process is shown in figure 2. 

 

                                       

FIGURE 2. Data Mining in Classification Algorithm 

 

UCI Cleveland heart diseases data set includes 304 instances with no missing values. The number of major vessels (CA), 
SLOPe of the peak exercise ST segment (SLOP), EXercise induced rate Achieved (EXCHANGE), RESTing Electro Cardio 
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Graphic (RESTECG), Cholesterol (CHOL), Resting Blood Pressure (RBP), Age, Sex, Fasting Blood Sugar (FBS), Chest Pain 

(CP), Maximum heart rate Achieved (THAL), ST depression induced by exercise relative to rest (OLPEAK) and reversible 

defect are the thirteen attributes taken for consideration to predict the heart attack. All the attributes are numerical. CP 

determines the pain type, ranging from 1 to 4. RBP ranges from 92 to 100. FBS is a Boolean value true of false with values 1 or 

0. RESTECG varies from 0 to 2. THAL ranges from82 to 185. EXANGE is a Boolean value with 1 or 0. Part of UCI Data set is 

shown in figure 3. 

Data cleaning, preprocessing and filtering of data set are performed. Attribute dependency is verified to find the hidden 

patterns and relationships. After analyzing the data and applying advanced data mining techniques, data is given as 

classification algorithms. The classification algorithm has two steps: the learning step and the prediction step. In the learning 

step, the model learns from the trained data. In the prediction step, the model predicts the response from the given input data. 

A decision tree creates a training model that can predict the value of the target variable by using decision variables inferred 

from training data. Categorical variable decision tree and continuous variable decision tree are the two varieties of the decision 
tree. The decision tree follows disjunctive normal form. Algorithm selection used in the decision tree is based on the target 

variable. Iterative Dichotomiser 3 (ID3), C4.5 (successor of ID3), Classification and Regression Tree (CART), CHi-square 

Automatic Interaction Detection (CHAID) and Multivariate Adaptive Regression Splines (MARS) are the algorithms used in 

the decision tree. The following algorithm 1 shows the steps involved indecision tree based clustering. 

 

Algorithm 1: Decision tree based clustering 

Input: D – UCI Data set with thirteen features taken for consideration 

1. For all thirteen features do 

a. For each sample do 

Execute the Decision tree algorithm 

b.  End for 
2. End for 

3. Obtain the total number of leaf nodes l1, l2, l3, …. ln. 

4. Split the data set D into d1, d2, d3, …. dn based on leaf nodes. 

Output: Partition data sets d1, d2, d3, …. dn 

 

Random forest algorithm creates a forest and makes it random. The larger the number of trees in the forest, the results are 

more accurate. Random forest uses a bagging algorithm and ensemble learning technique. The random 

forest can be used for classification and regression tasks. If there are enough trees in the forest, the classifier will not over-fit 

the model. Random forest creation and prediction from random forest classifier are the two stages in the random forest. It needs 

a longer training period. The following algorithm 2 shows the random forest based clustering algorithm.  

 
 Algorithm 2: Random forest based clustering 

      Input: D – UCI data set with thirteen features taken for consideration 

1. For all thirteen features do 

a. For each sample do 

Execute the random forest algorithm 

b. End for 

2. End for 

3. Obtain the total number of leaf nodes l1, l2, l3, …. ln. 

4. Split the data set D into d1, d2, d3, …. dn based on leaf nodes. 

Output: Partition data sets d1, d2, d3, …. dn 

 

“Read CSV” operator of rapid miner tool is first loaded for secondary data retained in Comma Separated Values (CSV) file. 
Then, only a subset of data is selected from the loaded data. “The operator uses select Attributes” for selecting the subset.  

Finally, it is given to the “X-Validation” operator. The AdaBoost technique is implemented for classification by the R tool. 

Results of the decision tree and random forest are compared. The accuracy of a random forest is greater than a decision tree. 

The error rate of the random forest classifier is lesser than the decision tree. The proposed system architecture is shown in 

figure 4. 
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FIGURE 3. Part of UCI Data Set 
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FIGURE 4. Proposed Framework for Heart Attack Prediction 

 

IV. RESULTS AND DISCUSSION 

 
R tool displays the predictions such as n-normal, s-suspect and p-pathological to depict the results. The performance of 

the classification algorithm is analyzed with thirteen parameters. If a classification algorithm is trained, the predictive model will 

present the best accuracy with the help of the following classifications: 

● TP (True Positive) – Number of patients who are correctly classified as having the disease 

● TN (True Negative) – Number of patients who are correctly classified as healthy 

● FP (False Positive) – Number of patients who are misclassified as healthy 

● FN (False Negative) – Number of patients who are misclassified as having the disease 

 

The data set is prepared and partitioned. A decision tree with a party package of the R tool is created. It is shown in 
figure 5. Prediction is applied to the trained data. Partitioning of the predicted data set is performed. A decision tree is created 

with rpart package. Data of tree are validated. Misclassification errors are found and validated. 

http://www.ijsrem.com/
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FIGURE 5. Decision Tree Created using Party Package 

 

 

The data set is prepared and partitioned for the random forest. Random forest is created using a caret package. To train 

the data, prediction is performed, and a confusion matrix is created. The confusion matrix created in the random forest classifier 

is shown in Figure 6. The error rate of random forest is plotted in the graph. Misclassification errors are validated. The accuracy 

of the two classifier algorithms is shown in table 1 and figure 7.a. Error rate of two classifier algorithms is shown in table 2 and 

figure 7.b. 

http://www.ijsrem.com/
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FIGURE 6. Random Forest Confusion Matrix 

 

Accuracy is the fraction of many correct predictions over the total number of predictions. 
 

TABLE 1. Accuracy of two classifiers 

Algorithm Accuracy 

Decision Tree 85% 

 
  Random Forest  

 
95%  

 
The error rate is based on the wrong predictions in the testing process. Therefore, error Rate is calculated as (1 – (Number of 

wrong predictions / Total number of predictions)). 
 

TABLE 2. Error Rate of two classifiers 

Algorithm Error Rate 

Decision Tree 47% 

 

  Random Forest  
 

43%  
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FIGURE 7. a) Accuracy of Classifiers b) Error Rate of Classifiers 

 

    Results are compared with the existing work [20]. Senthilkumar Mohan et al. proved that their research work provides 88.4% 

with the hybrid random forest with a linear model (HRFLM) when compared with Naïve Bayes, generalized linear model, 

logistic regression, deep learning, etc. The proposed research work provides 95% accuracy rate which is better than exiting 

work. 

V. CONCLUSION 
 

Machine Learning is a flourishing field of medicine to fuse statistics and computer science into the medical field, and the 

process is semi-automated. ML is the future of biomedical research, computer-aided diagnosis and personalized medicine to 

enhance global healthcare. Public illiteracy about AI increases the burden of trust in AI. According to a South Korean survey, 

only 5.9% of physicians know AI techniques from a professional perspective. Some people will not trust the government to 

safeguard personal EHR in the research field. There are many ethical values and hazards to be overridden to implement AI 

techniques in the more sensitive medical field. The predictive model will predict the accuracy of heart attack based on four 

classifications: True Positive (TP), True Negative, False Positive and False Negative. Sensitivity and specificity denote the 

persons’ ability to identify TP rate and TN rate. To conclude the work, the Random forest algorithm has the highest 

classification accuracy performance with the lowest error rate compared with the decision tree classification algorithm to 

predict the heart attack. 
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Abstract : Mushrooms are used in the medical field to cure diseases like anemia, increase body immunity, diabetes, and cancer treatment. 

Some of the mushroom varieties are edible, but others are highly poisonous. The identification of mushrooms whether edible or poisonous is 

a difficult process because of the large number of mushrooms have similar characteristics. The principle of this paper is to classify the 

mushrooms by using Machine learning classification algorithms through a data mining tool. For the best classification, five classification 

algorithms were compared. The results showed that JRip classification is the best based on the difference between before and after applying 

data reduction in time taken. 

Keywords: Data Mining, Classification, Data Pre-processing, Data Reduction, CFS subset evaluation, JRip, Decision Table, SGD, 

SMO, Logistic Regression. 

I.INTRODUCTION 

Data mining is also usually mentioned as knowledge discovery from Data (KDD). The aim of data mining is to mine useful and relevant 

information from huge databases or data warehouses. Knowledge discovery is a collaborative process, comprising of developing an 

understanding of the application domain, choosing and making a data set, pre-processing, data transformation. 

Mushrooms are live in several habitats like above the ground, on the ground, or even on the plants such as deceased wood. It contains high 

protein, vitamins, minerals, and antioxidants. In the science field, it is one type of fungus. Mushrooms are the most sustainably produced 

food is not only taste but also have an excessive nutritional value. Mushrooms are also said to be a mediator to fight cancer cells and kill 

some types of viruses that carry infectious diseases such as polysaccharides, glycoproteins, and proteoglycans. 

 

II. LITERATURE REVIEW 

Narumol Chumuang, et al., in their paper compared seven classification algorithms for getting the highest accuracy rate. The algorithms are 

Naïve Bayes Multinomial Text,Naïve Bayes Updateable,Naïve Bayes,SGD Text,LEL,K-NN and Stacking. Finally, the K-NN classification 

algorithm shows a 100% accuracy rate. 

 

Agung Wibowo,et al., in their paper they compared three  classification algorithms for getting the highest accuracy rate. The algorithms are c 

4.5, Naïve Bayes and SVM.   Finally, c 4.5 classification algorithm shows 100% accuracy rate. 

 

Kanchi Tank ., in their paper based on supervised learning algorithms such as Support Vector Machines(SVM), K-Nearest Neighbour 

(KNN), Naïve Bayes,Decision Trees (DT), Random Forest (RF) and Logistic Regression (LR). The result shows that Random Forest and K-

Nearest Neighbour gave the highest test accuracy of 92.21% and 92.04%. 

 

Shuhaida Ismail., in their paper presented the methodology and results for mushroom classification experiment based on their behavioral 

features such as characteristics, population, and habitat. Three classification algorithms were experimented with and compared. The 

algorithms are Decision Trees, K-Nearest Neighbour, and Naive Bayes. Principal Component Analysis (PCA) is identifying which attributes 

are important to classify the mushrooms. The decision Tree algorithm shows a 100% accuracy rate. 
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III. PROPOSED METHODS 

Data Mining tools and Machine Learning techniques are used to convert raw data into some actionable, meaningful information. Three 

important phases are involved which are Data Pre-processing, Data Reduction and classification. 

 

 

 

 

 

 

 

 

Figure 1: Methodology for mushroom classification 

A. Data set 

An openly available dataset is downloaded from the UCI Machine Learning Repository. It contains 23 attributes with 8124 instances of 

mushrooms. 

Table 1:  Mushroom Dataset (Attributes and Features) 

S. No Name of the Attributes Name of the Features 

1.  Cap Shape Bell, Conical, Convex, Flat, Knobbed, Sunken 

2.  Cap Surface Fibrous, Grooves, Scaly, Smooth 

3.  Cap Color Brown, Buff, Cinnamon, Gray, Green, 

Pink, Purple, Red, White, Yellow 

4.  Bruises Yes, No 

5.  Odor Almond, Anise, Creosote, Fishy, Foul, 

Musty, None, Pungent, Spicy 

6.  Gill Attachment Attached, Descending, Free, Not attached 

7.  Gill Spacing Close, Crowded, Distant 

8.  Gill Size Broad, Narrow 

9.  Gill Color Black, Brown, Buff, Chocolate, Gray, Green, 

Orange, 

Pink, Purple, Red, White, Yellow 

10.  Stalk Shape Enlarging, Tapering 

11.  Stalk Root Bulbous, Club, Cup, Equal, Rhizomorphs, 

Rooted, Missing 

12.  Stalk Surface above Ring Fibrous, Scaly, Silky, Smooth 

13.  Stalk Surface below Ring Fibrous, Scaly, Silky, Smooth 

14.  Stalk Color above Ring Brown, Buff, Cinnamon, Gray, Orange, Pink, 

Red, White, Yellow 

15.  Stalk Color below Ring Brown, Buff, Cinnamon, Gray, Orange, Pink, 

Red, White, Yellow 

16.  Veil Type Partial, Universal 

17.  Veil Color Brown, Orange, White, Yellow 

18.  Ring Number None, One, Two 

19.  Ring Type Cobwebby, Evanescent, Flaring, Large, None, 

Pendant, Sheathing, Zone 

20.  Spore Print Color Black, Brown, Buff, Chocolate, Green, Orange 

Purple, White, Yellow 

21.  Population Abundant, Clustered, Numerous, Scattered, 

Several, Solitary 

22.  Habitat Grasses, Leaves, Meadows, Paths, 

Urban, Waste, Woods 

23.  Class Non-toxic, Toxic 

 

  Dataset Data 

Preprocessing 

Data 

Reduction 

Classification 

Algorithms 
Output 
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B. Data Pre-processing 

Data cleaning is one of the pre-processing steps that is used to prepare raw data for analysis by removing unwanted data or bad data and 

filling in the null values. ignore the row, Fill the missing value manually, Global constant value, Central tendency for the attribute, attribute 

mean or median value, most probable value is the steps to fill the missing values. Any one of the steps is enough to remove unwanted data. 

Smoothing by bin means, bin medians, bin boundaries, Regression, and Outlier analysis are the steps to remove the noisy data. In this dataset 

stalk- root has 31% of missing values. Maximum missing percentage value will affect the performance. so applied unsupervised Replace 

missing values to this attribute. After applying this filter, it will show 0% of the missing value. 

C. Data Reduction 

Data reduction is a process that reduced the original data set that is much smaller in volume and also maintains the integrity of the original 

data. It does not affect the result obtained from data mining before data reduction and after data reduction is the same. Data reduction 

increases the efficiency of data mining.  

Correlation-based Feature Selection (CFS) is one of the data reduction techniques. It is used to reduce the number of variables or attributes 

for analysis in data set by extracting needed attributes from a large pool. It is used to improve the performance of an algorithm and improve 

visualization. After applying this feature selection, it will select Odor, Gill-Spacing, Stalk-surface-above-ring, and Veil-color attributes.  

Table 2:  Mushroom Dataset (After Applying Data Reduction) 

S. No Attributes 

1.  Odor 

2.  Gill-Spacing 

3.  Stalk-surface-above-ring 

4.  Veil-color 

D. Classification Algorithms 

i) Decision Table 

A Decision Table is a supervised learning method that can be used for both classification and Regression problems, but mostly it is mostly 

chosen for solving Classification problems. It is a tree-structured classifier, where internal nodes denote the features of a dataset, branches 

denote the conclusion rules and each leaf node denotes the outcome. It is also called a decision tree, because looks like a tree, it begins with 

the root node, which enlarges on further branches, and finally constructs a tree-like structure. In a Decision tree, there are two nodes are 

used, which are the Decision Node and Leaf Node. Decision nodes are used to make any decision and have numerous branches, whereas 

Leaf nodes are the output of the decisions and do not contain any extra branches. The decisions or the test are performed on the source of 

features of the given dataset. It is a graphical representation for getting all the probable solutions to a problem or decision based on specified 

conditions.  

ii) JRip 

The RIPPER (repeated incremental pruning to produce error reduction) algorithm is upgraded upon IREP to generate rules that match or 

exceed the performance of decision trees. Having progressed from numerous iterations of the rule learning algorithm, the RIPPER algorithm 

has a three-step process. Grow, Prune and Optimize. The first step uses a ‘separate and conquers method to include conditions to a rule until it 

correctly classifies as a subset of data. Like decision trees, the information gain condition is used to identify the next splitting attribute. When 

increasing a rule’s specificity no longer decreases entropy, the rule is instantly pruned. Until reaching the stopping condition step one and two 

are repeated at which point the entire set of rules is optimized using a variety of heuristics. 

iii) Logistic Regression  

Logistic regression is one of the Supervised Learning Methods in Machine Learning algorithms. It is mostly used to predict the dependent 

variable using a given set of independent variables. The values may be either Yes or No, 0 or 1, true or False, etc. it provides the probabilistic 

values between 0 and 1. Linear Regression is used to solve Regression problems, whereas Logistic regression is used to solve the 

classification problems. The sigmoid function is a mathematical function used to map the predicted values to probabilities. It plots any real 

value into alternative value within a range from 0 to 1. so it makes a curve like the "S" form. The S-form curve is also called the sigmoid 

function or the logistic function. 

iv) SGD 

The word ‘stochastic‘ defines a system or a process that is connected with a random probability. In Stochastic Gradient Descent methods, in 

each iteration, some of the samples are carefully chosen randomly instead of considering the whole data set. Although using the whole 

dataset is actually useful for getting to the minima in a less noisy and less random manner, the problem arises when our dataset gets big. It is 

computationally much less expensive than typical Gradient Descent. Hence, in most situations, SGD is chosen over Batch Gradient Descent 

for optimizing a learning algorithm. 
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v)  SMO: Sequential Minimal Optimization 

SMO breaks the large quadratic programming problem into a sequence of the smallest possible quadratic programming problems. These 

small quadratic programming problems are solved systematically, which avoids by means of a time-consuming numerical quadratic 

programming optimization as an inner loop. The total of memory required for SMO is direct in the training set size, which allows SMO to 

handle very large training sets. Because matrix calculation is omitted, SMO procedures between linear and quadratic in the training set size 

for several test problems. SMO’s calculation time is controlled by SVM calculation; SMO is fastest for linear SVMs and sparse data sets.  

IV. RESULT AND DISCUSSION 

The classification of this dataset was performed to classify the mushrooms whether edible or poisonous. The results are taken from the 

confusion matrix.       

Table 3:  Comparisons of Classification   Algorithms 

Total Number of Instance:8124 Difference 

Between 

Before and 

After 

applying 

Data 

Reduction 

S
.N

o
 

 

 

Classification 

Algorithms 

Time Taken (in 

Seconds) 

Before 

Data 

Reduction 

Process 

After  

Data 

Reduction 

Process 

1.  

Decision 

Table 

0.52 0.03 0.49 

2.  JRip 0.30 0.17 0.13 

3.  

Logistic 

Regression 

1.41 0.05 1.36 

4.  SGD 1.06 0.20 0.86 

5.  SMO 0.93 0.27 0.66 

 

Before applying the process of data reduction, the JRip algorithm took less time and after the data reduction process, Decision Table 

algorithm took less time. The results from the above mentioned table JRip classification algorithm is the best based on the difference 

between data reduction process in time taken. 

Finally, I conclude from Table 1, based on the difference between before and after applying data reduction JRip (0.13) is the best 

classification algorithm. 

 

 

Figure 2: Bar chart representation of classification algorithms (Before Applying Data Reduction) 
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Figure 3: Bar chart representation of classification algorithms (After Applying Data Reduction) 

 

V. CONCLUSION 

This paperwork particularly focuses to classify the mushroom whether edible or poisonous because it contains fiber, protein, and 

antioxidants. The mushroom dataset consists of 23 attributes and 8124 instances. All of them are divided into two classes edible and 

poisonous. So, the classification of mushrooms is very important. Finally, I conclude JRip is the best algorithm based on processing time for 

this dataset. In the future, my research work concentrates on developing a mobile application with image processing. 
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Abstract 

Aquaculture is the fastest-growing food production sector in the world and has come 

under increasing focus and censure because of coastal pollution. Aquaculture involves major 

environmental impacts: waste discharge, nutrient pollution, and disease outbreaks. Seaweed 

aquaculture fulfils a vital role in protecting the marine ecosystem as well as preventing 

climate change. The Marine Algal Research Station at Mandapam was founded specifically 

to advance seaweed farming. The centre is well situated on the coastline of the Gulf of 

Mannar, where seaweed is widespread. Integrating seaweed culture into shrimp and fish 

farming systems is considered an achievable aquaculture practise. This system integrates the 

trophic level-specific productivity of a variety of aquatic species. This system's goal is to 

create a closed loop to minimise waste and decrease harmful impacts on the environment by 

using one species' waste as nutrients for another. The trophic levels in this system are based 

on the feeding habits of the aquatic organisms. In order to secure the sustainable production 

and growth of the coastal environment, it is highly important to protect it. Remote offshore 

subsea monitoring systems have the potential to become more safe, sustainable, and cost-

effective with the help of Autonomous Underwater Vehicle (AUV) technology. 

Keywords: Aquaculture, shrimp, coastal, Autonomous Underwater Vehicle, Marine Algal 

Introduction 

Mariculture is a specialized form of aquaculture that involves growing marine 

organisms for food and other goods in the open ocean or in seawater-filled tanks, ponds, or 

raceways. As an illustration, consider the farming of marine fish in salt water resources, 

including finfish and shellfish like cobia, pompano, sea bass, lobster, oysters, and seaweed. 

Mariculture also produces cosmetics, nutritional agar, jewelry (like cultivated pearls), and 
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fish meal, which are non-food items. When compared to fish raised in ponds or tanks, 

mariculture fish are said to be of greater quality and come in a wider variety of varieties. 

Seaweed farming can gain from combined seaweed and shrimp production's positive 

effects on the environment by becoming more commercially viable. Nutrient bioremediation, 

mutual advantages for the co-cultured species, economic diversification, and enhanced 

profitability are all benefits of integrated aquaculture. 

Aquaculture is the world's fastest expanding food production business, yet it has come 

under increased scrutiny and criticism as a result of coastal pollution. Effluents from 

intensive farming contain a high concentration of organic matter, nitrogen compounds, 

phosphorus, and other nutrients, rendering the water unsuited for aquaculture and 

contributing to eutrophication. Macroalgae plays an important function in reducing toxic 

waste to manageable levels and improving water quality. Aquaculture management can be 

improved by incorporating seaweeds into aquaculture systems. This procedure can be 

accomplished by either stocking seaweeds alongside shrimp at optimal stocking density or by 

recycling water through a pond augmented with seaweeds. 

Since fish and seaweed are heterotrophic and autotrophic (i.e., consumers and 

producers, respectively) species, they complement one another and utilise each other's 

"waste." This method reduces any environmental impact while enhancing resource use, water 

quality, and the sustainability of the enterprise. It can also be used with other aquaculture 

species. Recirculation lessens the introduction of pathogens and fouling organisms, and the 

cost of biofiltration is recovered by turning surplus nutrients into high-quality seaweed 

biomass. The selling of the seaweed for abalone production or human consumption can bring 

in additional revenue.  

Some animals fed diets containing halophytes showed poor development and food 

conversion efficiency, according to research. It has, however, been utilized in agriculture for 

soil fertility, vermicomposting, pharmaceutical as an anticancer, antibiotic, anti-

hyperglycemia, anti-diabetes, antihypertension, and antihypotension, and cosmetic sectors. 

As a result, halophytes plants have the potential to be an ingredient and a strong source of 

protein in fish feed formulations. 

Integrated multitrophic aquaculture techniques are promising options for overcoming 

the aforementioned issues. Coculture is a new word for a type of polyculture in which two or 

Journal of Xidian University                                           DOI:10.37896/jxu17.8/131                                               ISSN No:1001-2400

VOLUME 17, ISSUE 8, 2023                                                                                                                             http://xadzkjdx.cn/1575



more complementing organisms are cultivated in the same culture medium (Neoriet al., 

2004). 

At the chosen location, a circular cage with a minimum diameter of 6 m and a 

minimum depth of 4 m (113 m3 volume) or a rectangular cage measuring 6 x 4 x 4 m (96 m3 

volume) can be installed. A larger outer net (predator net) surrounds them with a one-meter 

gap on all sides, and a bird net is affixed to the cage frame. Cages can be fixed or free-

floating. Using mooring lines, chains, and anchors, the mooring system or assembly 

maintains the cage in the appropriate location and at the specified depth. 

This idea is bound to help the local fishermen in coastal hamlets. Beneficiaries include 

SHGs, fishermen, fishing societies, farmers, and business people; people will be selected 

based on their awareness and passion. 

 Seaweed , shrimp and fish growth Monitoring 

 Predict optimal time of harvesting 

 Water Quality management 

 Eradication of predator Fishes 

 Aeration 

 Fertilization 

 Monitor stocking 

Literature Survey 

The recently revealed IMTA concept offers an alternate method to long-term 

aquaculture. Many sites currently undertake intensive fish or shrimp cultivation as integrated 

units with seaweed and mollusc culture. The extractive components (seaweed and mollusks) 

in these IMTA systems collect their nutrients from the effluents of the fed components (fish 

or shrimp). 

Farming integrated white shrimp with seaweed 

Integrating seaweed culture into shrimp farming systems is seen to be a promising 

aquaculture strategy since seaweeds can convert dissolved inorganic nitrogen into biomass, 

which can be easily harvested. 

Hong-xing Ge et al. 2019 investigated the effect of integrating green seaweed (Ulva 

prolifera) with Pacific white shrimp (Litopenaeus vannamei) at different water exchange 
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levels at a stocking density of 500 shrimp / m3. to analyze water quality and shrimp growth 

performance. This study showed that Pacific white shrimp culture (500 shrimp / m3) 

incorporates U. prolifera seaweed (800 mg / L) in culture systems with a 10% water exchange 

rate can control water quality and shrimp growth. 

Seaweed planted in shallow water near the surface (30 to 50 centimeters) receives 

ample sunshine and grows rapidly. Water with a pH of 7.5 to 9.0 is generally considered 

good for shrimp farming. Ulva prolifera, a seaweed known for its rapid growth and 

reproduction, effectively eliminates nitrogen quickly. Ulva prolifera, a seaweed, claimed that 

the powerful may develop in a nutrient-rich environment and gather nutrients efficiently in 

the water.  

Methodology 

Biofloc Technology (BFT) 

To keep high water quality in intensive aquaculture, the biofloc technology (BTF) 

offers an alternative to using water exchange. Biofloc uses the microorganisms already 

present in the culture water to purge the harmful substances that shrimp and fish emit. By 

doing this, the issue of excessive water use and effluent outflow is resolved. However, given 

that aquatic creatures only recover a small portion of the nutrients that are fed to them, there 

are two significant problems with this technology: 

 The build up of dissolved, often non-toxic inorganic chemicals (like nitrate) 

and suspended organic materials. 

 This is a waste of resources that the cultured animals could have used to grow. 

Multitrophic Integrated Aquaculture (IMTA) 

When regarded in the context of the Integrated Multi-trophic Aquaculture (IMTA) 

strategy, the accumulation of unrecovered nutrients that occurs in BFT in the form of 

suspended organic debris and inorganic dissolved substances can also be seen as an 

opportunity. This strategy involves using the leftovers from one species' culture as a source of 

nutrients for different species. 

Different species are cultivated together in the same area to create a more balanced 

and sustainable ecosystem. 
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 Seaweed can be cultivated together with herbivorous fish such as tilapia 

 Tilapia waste-Nutrient for salmon fish 

 Salmon waste- Nutrients for Seaweed. 

 Minimizes waste and maximizes the use of resources. 

IMTA promotes a more balanced eco system, lowering the likelihood of disease 

outbreaks and other environmental issues. IMTA is a potential aquaculture strategy that can 

help to reduce the industry's environmental effect while enhancing efficiency and 

diversifying farmers' income. IMTA promotes a more balanced and sustainable ecology, 

making it an important tool for satisfying the increased demand for seafood while remaining 

environmentally responsible. 

Underwater Optical Image Processing: a Comprehensive Review 

The purpose of this study is to provide an overview of several underwater image-

processing procedures, such as de-scattering, color restoration, and quality assessments. 

Finally, they summarize the future trends and challenges in underwater image sensor design 

and processing. 

Underwater Optical-Sonar Image Fusion Systems: 

Unmanned underwater operations employing remotely operated vehicles or unmanned 

surface vehicles have grown in popularity in recent years, ensuring human safety and labor 

efficiency. The improved optical and sonar pictures were fused with calibrated transformation 

matrices, and the underwater image quality measure (UIQM) and underwater color image 

quality evaluation (UCIQE) were employed as metrics to assess the proposed system's 

performance. The fused image in sonar image coordinates demonstrated qualitatively strong 

spatial agreement, with the average IoU between optical and sonar pixels in the fused images 

being 75%. The optical-sonar fusion technology will aid in the visualization and 

comprehension of underwater environments by providing color and distance information for 

unmanned operations. 

A System for Autonomous Seaweed Farm Inspection with an Underwater Robot 

The study describes a system and techniques for operating an AUV in a seaweed 

farm, including initial farm localization based on a prior estimate and dead-reckoning 

navigation, as well as ongoing farm scanning. Critical data from side scan sonars is acquired 
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from real surroundings at a test location in the ocean for algorithm development, and the 

results are demonstrated in a simulated seaweed farm configuration. 

A sustainable integrated system for culture of fish, seaweed and abalone 

Using an integrated design, a 3.3 m2 experimental system for intensive land-based 

growth of abalone, seaweed, and fish was constructed. The objectives were to achieve 

nutrient recycling, low water consumption, low nutrient outflow, and high yields. 

 

 

 

 

 

 

 

 

 Figure 1: Bamboo raft method 

             A cobia cage can be connected with a total of 16 bamboo rafts, each measuring 12 

feet by 12 feet and weighing 75 kg of seaweed. In a 45-day crop, the seaweed rafts that were 

combined with cobia cage produced an average output of 260 kg per raft as opposed to 150 

kg for the unintegrated rafts. The use of cobia cage farming led to an increase of 110 kg of 

seaweed/raft. Additionally, the number of freshly emerged apical portions or tips in a bunch 

of seaweed obtained from the rafts that were integrated with the cobia cages was higher (on 

average 90–100 nos.,) whereas the same was lower (on average 30-40 nos.) from the rafts 

that were not integrated. 

 

Figure 2: Integrating seaweed culture into shrimp and fish farming systems 
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An example of a multi-trophic ecosystem sharing an environment and utilizing the 

organic and inorganic nutrients made available by numerous organisms is shown by an 

integrated multi-trophic aquaculture operation in the above Figure 2. 

Still, substantial and semi-intensive systems that are somewhat sustainable are where 

the majority of aquaculture production is produced. Concerns about the potential 

environmental, economic, and social effects of these frequently monospecific practices are 

however linked to the rapid global development of intensive marine-fed aquaculture of 

carnivorous finfish and shrimp, as well as to a lesser extent some shellfish aquaculture, 

particularly where activities are highly geographically concentrated or located in suboptimal 

sites whose assimilative capacities may be poorly understood and, consequently, lead to 

unintended consequences. 

Figure 3:Shrimp farming process 

The aquaculture industry needs to develop more cutting-edge, ethical, profitable, 

sustainable techniques that are also ecologically effective, environmentally benign, product-

diversified, and societally advantageous if it is to expand. Due to the rising knowledge of 

picky customers regarding quality, traceability, and working conditions, maintaining 

sustainability has emerged as a crucial issue from not only an environmental standpoint but 

also from an economic, social, and technical one. 

Figure 4: Monitoring System with robot  
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Numerous jobs that required robotic assistance have been completed by lone agents. 

There is more emphasis on merging numerous agents in robotic organizations in the maritime 

space as well, while some jobs are too complex for single agents to handle alone. This may 

enable these agents to perform a wider variety of activities, with the potential to develop 

effective systems for mapping and monitoring the maritime environment. Efficiency can be 

increased through integrated operations with robotic organizations, as demonstrated by 

Nilssen et al., even in the marine environment. Later, a large number of researchers joined the 

call for marine robotic organizations as a means of advancement that can lower prices and 

raise the complexity of jobs that can be solved. 

       Figure 5:System architecture for shrimp farming 

Superior Sensors  

HUGIN Superior carries the most sensors of any commercially available AUV 

including the components such as HISAS 1032 Dual receiver, EM2040 Mk2, EdgeTech SBP, 

Cathx Ocean Camera & laser, OFG Magnetometer, Methene sensor, CTD, ADCP. 

Autonomous Underwater Vehicles (AUV) 

AUVs are platforms that can operate both below and above the surface and carry 

sensors. These agents are the vehicle itself, a control system, and maybe additional types of 

navigation as well as aural navigation. There are launch and recovery mechanisms for larger 

AUVs as well. The vehicles are available in a variety of shapes and configurations, each with 

a unique depth and thrust rating as well as payload sensors. There are many different types of 

sensors that can be used for navigation, but some of the more popular ones include cameras, 

GNSS, underwater acoustic location, compass, INS, and Doppler velocity log (DVL). 
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Around the world, the aquaculture business has been expanding quickly, with the 

result that waste water sources are having a substantial negative influence on the 

environment. As a result of this issue, numerous novel aquaculture techniques are being 

employed all over the nation to recycle water while reducing the amount of waste water 

discharged into the environment and resolving the issue of nitrogen buildup in the ecosystem. 

A model of aquaculture combined with seaweed or algae can be evaluated as having potential 

in the field of aquaculture. 

From an ecological perspective, diversification also entails cultivating organisms from 

different and lower trophic levels, such as seaweeds, shellfish, crustaceans, echinoderms, 

worms, and bacteria selected based on their established or potential commercial value. This is 

different from simply raising different species of fish in polyculture. This strategy resembles 

ecosystems in nature. It is crucial to understand that there are few ways to remove nutrients 

from coastal ecosystems after they have done so. One of the few practical and affordable 

possibilities is the employment of extractive species. Therefore, when evaluating IMTA 

components, the economic values of extractive species' environmental services should be 

taken into account. 

Conclusion 

Technologies for seaweed aquaculture have advanced significantly over the past few 

decades, yet there are still obstacles to be solved. The most pressing difficulty is creating new 

strains using sophisticated breeding techniques. The growers will be able to extend the 

growing season and increase productivity thanks to superior strains. The creation of 

thermotolerant strains might be required in light of the problems posed by the global climate. 

The development of strains with disease resistance, rapid growth, high concentrations of 

desirable chemicals, and a decrease in fouling organisms is also necessary. It is crucial to 

create farm systems with advanced cultivation methods that are more reliable and 

economical. By transforming leftovers and uneaten feed from fed organisms into harvestable 

crops, IMTA promotes economic and environmental sustainability while minimizing 

eutrophication and enhancing economic diversification. Adopting integrated polytrophic 

methods should increase the aquaculture industry's environmental, economic, and social 

acceptability, allowing it to become a full and sustainable partner in the creation of integrated 

coastal management frameworks. To estimate AUV states in between position fixes, a state 
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estimator can also be used. A Kalman filter is one illustration of such an estimator. This 

might help to enhance the effectiveness of ASV tracking. 
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Abstract- Kelp is one of the main living assets of the sea. 
Despite their wide applications in food and feed businesses, 
they have acquired significance as restorative sources due to 
their high mending, antimicrobial and antioxidative properties. 
As a rich wellspring of important compound parts, ocean 
growth is utilized in different businesses like beauty care 
products, Fuel, water treatment, and so on. Being a plant of 
remarkable construction and biochemical arrangement, ocean 
growth could be utilized profoundly for its multi-useful 
properties as food, energy, medication, and beauty care 
products. The dispersion, properties, and wide use of kelp are 
examined exhaustively in this paper. 
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I. Introduction 

here are many ways that seaweeds are like plants 
in that they are multicellular, they are 
photosynthetic, and they are important primary 

producers. But, the reason why seaweeds aren’t plants 
is that they lack the vascular system of plants. They lack 
the structures of plants. The plants that everyone knows 
have to transport liquids internally and seaweeds just 
don’t need to do that. Plants have different sides to their 
leaves. The top half is different from the bottom half and 
that’s just not true for seaweeds. And the roots, while 
seaweeds have something that looks like roots, they 
function very differently. So seaweeds, are their own 
group. They are their own thing. Seaweeds are called 
marine algae or macroalgae, and this is to distinguish 
them from phytoplankton. They are eukaryotic and 
multicellular and have two important sections. There’s 
the holdfast, which connects the seaweed to the 
seafloor in that area, and then the thallus, which is the 
part that is extended up above the holdfast. Now the 
thallus itself is made out of blades and stipes. So when 
a person looks at these different structures, the thallus is 
the main body of the seaweed, and the user has the 
holdfast, which again sort of look like roots, but behave 
very differently than roots. The whole purpose or goal of 
the holdfast is to simply hold the algae in place. It’s not 
bringing anything up from the rocks below, it’s not 
transporting liquid or moisture, things that roots of 
terrestrial plants would do. So it appears like a root but it 
doesn’t function like  a  root. The  leaf-like  structures are  
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called blades. Unlike earth plants, the blades of 
seaweed are not going to be different from one side 
that’s the top, and to the other side, which is the bottom. 
These blades on these algae are just going to be swept 
back and forth by the seawater and so it’s not known 
which side is going to be facing the sun to receive most 
of the solar input for photosynthesis. The stipe is going 
to be the body or the connecting portion of that algae. 
Now, the blades, the stipe, and in fact even the holdfast, 
all have chloroplasts, and they all have photosynthetic 
pigment and so really every surface of seaweed is able 
to photosynthesize. The primary seaweed is either in the 
haploid or the diploid generation [1-10]. 

 

Figure 1: Seaweed structure general biology [9] 

Photosynthesis  Sun+CO2+H2O= Nutrients for the 
seaweed +Oxygen for living persons. 

Three Types of Seaweeds: 
Overall there are 7000 assessed kelp, 4000 

microalgae, and 50 seagrasses (Harbo, 1999). It falls 
into three general gatherings in view of pigmentation; 
brown, red, and green kelp [10]. 

1) Green seaweeds (Chlorophyta) 

Typically radiant green in shading there is 

around 90 types of green kelp in the Pacific Northwest. 
They have sensitive-looking and clear-cutting edges 
going from wide to fine hair-like strands which 
commonly are not all the more than a cell or two thick. 
Green kelp is normally found in an assortment of 
territories going from new water streams and springs to 
saltwater tide pools. They can be open-minded toward a 
wide scope of water salinities and new water weakening 

[3]. 
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Figure 2: Green Seaweed (Ulva) [9] 

2) Red seaweeds (Rhodophyta  
Red Seaweeds can be in many tones including, 

yet not restricted to, dazzling red, pink, purple, dark red, 
dim, and dark. They are the most bountiful of the three 
divisions of kelp in our Pacific Northwest waters with 
around 265 species. They don't need as much light to 
develop as the green or earthy colored kelp so they are 
found from the intertidal regions to profundities of 25m. 
Red kelp is regularly collected for its carrageenan, which 
is added to food to give it a smooth, velvety surface. 
Porphyra is collected for nori utilized in Asian foods [4]. 

 

 

Figure 3: Red Seaweed (Mazzella) [9] 

3) Brown seaweeds (Phaeophyta) 
Typically gold, brown, olive green, or olive-

brown in shading, there are around 140 types of earthy 
colored ocean growth in the Pacific Northwest. For the 
most part, they are the biggest and the quickest 
developing of the kelp however a couple of animal 
varieties stay little. Bull kelp, Nereocystis, can grow one 
to two feet each day, developing to be 100 feet in length 
in a season. Earthy colored kelp is found from the 
intertidal region to around 15m profound relying upon 
sun infiltration in the water. Earthy colored kelp (kelps) 
structure the submerged timberlands of the seas giving 
an environment to a great many species. They are 
critical nourishment for some spineless creatures, and 
kelps have been utilized by local societies for 
apparatuses and food [5]. 

 

Figure 4: Brown seaweed (Nereocystis) [9] 

II. Literature Review 

Alejandro H. Buschmann et al., [11] reviewed a 
few parts of kelp creation, for example, a report on the 
volumes of ocean growth delivered universally by both 
extractions from normal beds and development. They 
examine utilizes, creation patterns, and financial 
examination. Significantly, the authors give a layout to 
future necessities in the expectation that phycologists all 
over the planet will adapt to the situation, with the end 
goal that the possibility to be gotten from ocean growth 
biomass turns into a reality. 

Meenakshisundaram Ganesan et al., [12] 
momentarily assessed the momentum status of Indian 
kelp assets and their use, as well as improvements in 
ocean growth cultivating innovations, the situation with 
the kelp industry, and ongoing endeavors to change 
ocean weed cultivating into a social undertaking. It 
likewise features the difficulties experienced in 
mainstreaming these assets in order to advance into the 
marine industry. 

Georgia M. Ward et al., [13] surveyed 
sicknesses that have been accounted for in the logical 
writing for types of red and earthy colored kelp. The 
authors have zeroed in on the significant ocean growth 
crops filled in Asia, where a lot of this creation is trotted. 
They likewise give data on sickness the executives and 
biosecurity and a few perceptions on future bearings. 

With future increments expected in the force, 
span, and frequencies of MHWs, Straub SC et al., [14] 
hope to see more substitutions of enormous seemingly 
perpetual living space framing kelp with more modest 
transient ocean growth, lessening the environment 
structure and successful administrations ocean growth 
overwhelmed reefs can give. 

Kelp is a sustainable marine asset and stands 
out in the field of scientific classification in India when 
contrasted with their earthly partners, basically because 
of the absence of attention to their financial potential. In 
the current correspondence, Vaibhav A. Mantri wt al., 
[15] expected to address the situation with kelp 
biodiversity in India alongside the holes, difficulties, and 
open doors. 
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J. L. Banach et al., [16] study planned to survey 
the accessible information on the presence of food 
handling dangers in kelp, including factors impacting 
their presence, and to focus on the perils that might 
represent a gamble to human wellbeing. 

Through creating quality descriptors for both 
steamed and dried results of the objective species, 
Annelise S. Chapman et al., [17] concentrate on 
establishing the framework for future deliberate tactile 
examinations. Primer tests uncovered a solid effect of 
animal groups on tangible insight, with P. palmata 
having a tactile profile unmistakable from the kelp 
species. 

Nicholas Paul et al., [18] described, "Information 
is realizing that kelp contains fiber, minerals, protein, 
and omega-3 oils. Astuteness is realizing kelp are not 
high in these"? Presumably we can all imagine many 
models where: "kelp shrewdness" (ethno-phycology) is a 
higher priority than information; culture development 
rates and biomass productivities come into view. 

Yogesh Kumar et al., [19] presented features of 
the nourishing and bioactive mixtures happening in 
various classes of ocean growth while zeroing in on their 
helpful exercises including but not restricted to platelet 
conglomeration, antiviral, antitumor, mitigating, and 
anticancer properties. Their survey likewise investigates 
the current and possible use of ocean growth as a 
wellspring of regular cancer prevention agents in food 
items. 

The motivation behind Sami F.J et al., ‘s [20] 
study was to decide the bioactivity profile of ocean 
growth remove Eucheuma cottoni, Sargassum 
polycystum, and Caulerpa racemosa with the goal that it 
very well may be created as a restorative unrefined 
substance. The three sorts of kelp were removed by 
maceration and bioactivity testing was completed as a 
cancer prevention agent utilizing the ABTS revolutionary 
decrease strategy and bioactivity testing as UV-security 
with the boundaries of the rate transmission of 
erythema, pigmentation, and Sun Protective Factor 
(SPF). 

Abdul Bakrudeen Ali Ahmed et al., [21] in the 
long run, developing kelp was a high worth and futile 
work. Then, at that point, after the states discovered that 
this thought is a cash making, low-worth, and high-
volume item, they begin to put resources into this 
industry, and imports and products were a lucrative 
issue. While the ascent of fish utilization on the planet, 
the development of fish turned into a significant piece of 
each industry. Fish cultivating and fish creation rely 
upon freshwater or lake refinement. Kelp helps these 
societies and increment the yield and quality by creating 
sustenance in their current circumstance. 

Berna Kılınc et al., [22] clarified today China, 
Japan, and the Republic of Korea are the biggest 
buyers of kelp as food. Nonetheless, as nationals from 
these nations have moved to different regions of the 

planet, the interest in ocean growth for food has 
followed them, as, for instance, in certain pieces of the 
United States of America and South America. Expanding 
requests in the course of the most recent fifty years 
exceeded the capacity to supply necessities from 
normal (wild) stocks. Investigation into the existing 
patterns of these kelp has prompted the advancement 
of development enterprises that presently produce in 
excess of 90% of the market's interest. 

Cristina Garcia Sartal et al., [23] listed the 
utilization of alginate in the food business depends on 
its capacity to expand the thickness of watery 
arrangements and to frame gels that don't dissolve 
when warmed. Alginate is utilized as a stabilizer in 
frozen yogurt and other dairy items, in the brew to create 
foam, and in sodas. It is utilized as a thickener in 
beverages and cleansers, as an explaining specialist in 
wines and juice, and to expand the consistency of 
organic product juices and mustard (Gonzalez et al., 
1998). 

Pranav Nakhate et al., [24] expressed ocean 
growth's ability and likely usefulness to help the bio-
based economy are efficiently talked about. The 
conceivable bioprocessing plant draws near, alongside 
its natural and financial parts of supportability, which are 
additionally managed. At last, the formative interaction, 
side-effect advancement, monetary help, and social 
acknowledgment approach are summed up, which is 
fundamental while considering kelp-based items' 
possibility. 

Eduarda M. Cabral et al., [25] expect to give an 
outline of the overall strategies and novel mixtures with 
antimicrobial properties as of late disconnected and 
portrayed from macroalgae, accentuating the sub-
atomic pathways of their antimicrobial systems of 
activity. The current logical proof of the utilization of 
macroalgae or macroalgal concentrates to expand the 
timeframe of realistic usability of food varieties and 
forestall the advancement of foodborne microorganisms 
in genuine food items and their impact on the tangible 
properties of different food varieties (i.e., meat, dairy, 
refreshments, fish, and pastry shop items) will likewise 
be examined, along with the fundamental difficulties and 
future patterns of the utilization of marine normal items 
as antimicrobials. 

Adriana Leandro et al., [26] focal point of their 
review is in the presentation of kelp as a likely other 
option and as a protected food source. Here portrayed 
are the health benefit and concerns connecting with 
ocean growth utilization, and furthermore how kelp 
inferred compounds are now financially investigated and 
accessible in the food business, and the use limitations 
to shield them as protected food added substances for 
human utilization. 

Simone E. M. Olsthoorn et al., [27] deliberate 
survey sums up data on the effect of earthy colored kelp 
or parts on aggravation, and irritation-related 
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pathologies, for example, sensitivities, diabetes mellitus, 
and heftiness. They center on oral supplementation 
hence meaning the utilization of earthy colored ocean 
growth as food added substances. 

Joao Cotas et al., [28] concentrate on features 
of the three polymers, alongside their known limits, at 
which they can have positive as well as bad wellbeing 
impacts. Such information is critical to perceiving the 
worldview administering their effective sending and 
related valuable applications in people. 

Maria Eggertsen et al., [29] give a synopsis of 
the flow of logical information on potential immediate 
and roundabout negative ecological impacts connected 
to eucheumatoid ocean growth cultivating, for example, 
modifications of benthic macrophyte natural 
surroundings and loss of local biodiversity. Moreover, 
we feature information holes that are of significance to 
address sooner rather than later, e.g., enormous scope 
environment impacts and ranches as likely vectors of 
microorganisms. We additionally give various possible 
administration suggestions to be executed for the 
proceeded with the improvement of the earth’s 
reasonable ocean growth by cultivating rehearses in the 
WIO area. 

A biorefinery approach Gabriela S. Matos et al., 
[30] shows an important thought of tackling financial 
and natural disadvantages, empowering fewer deposits 
creation near the much suggested zero-squander 
framework. The point of this work is to report on the 
recently evolved techniques for ocean growth 
extractions and the likely utilization of the parts 
extricated. 

Kelp's recorded use in everyday food diet, 
partnered to explore discoveries, showed that 
macroalgae are a wellspring of supplements and 
bioactive mixtures with nutraceutical properties. The 
principle objective of Diana Pacheco et al., [31] review is 
to assess the records of NIS ocean growth in the Iberian 
Peninsula and basically investigate the capability of 
intrusive kelp application in the food business. 

Aroa Lopez-Santamarina et al., [32] review 
offers a true point of view of the ebb and flows 
information encompassing the effects of kelp and their 
inferred polysaccharides on the human microbiome and 
the significant requirement for additional inside and out 
examinations concerning this subject. Creature tests 
and in vitro colonic-mimicking preliminaries researching 
the impacts of kelp ingestion on human stomach 
microbiota are talked about. 

Ghislain Moussavou et al., [33] review centers 
around colorectal and bosom diseases, which are 
significant reasons for malignant growth-related 
mortality in people. It likewise depicts different mixtures 
separated from a scope of kelp that has been displayed 
to annihilate or slow the movement of malignant growth. 
Fucoidan removed from the earthy colored green growth 
Fucus has shown movement against both colorectal 

and bosom diseases. Moreover, we audit the 
instruments through which these mixtures can instigate 
apoptosis in vitro and in vivo. 

Bahare Salehi et al., [34] present audit gives the 
most exceptional bits of knowledge into ocean growth 
research, explicitly tending to its substance synthesis, 
phytopharmacology, and corrective applications. Kelp is 
an everyday term for perceptible, multicellular benthic 
marine green growth. Kelp is probably the biggest 
maker of biomass in the marine climate and establish a 
significant piece of the eating routine and conventional 
medication in many pieces of Asia since ancient times. 

Diane Purcell-Meyerink et al., [35] foresee the 
ocean growth industry requires huge amounts and great 
kelp unrefined substance that applies tension on the 
current normal kelp assets. Hydroponics development 
of ocean growth has developed impressively starting 
around 2009 to fulfill item needs and to safeguard wild 
kelp beds that are as yet in danger from over-abuse and 
environmental change, which has caused expansions in 
seawater temperatures. 

Bruno Moreira Leiteet al., [36] predicted Kelp 
are notable for their health benefit. As of now, youth 
weight is an overall developing general medical issue. 
Three of the central point that adds to this pandemic are 
unfortunate dietary patterns/inactive, the absence of 
data on the sustenance worth of food, and the 
accessibility of caloric thick food with poor healthful 
substance. In this unique circumstance, well-being 
advancement through dietary instruction for young kids 
is of significant importance. The target of this review was 
to assess the effect of instruction put together mediation 
with respect to food naming in offspring of five distinct 
schools in the district of Lisbon. 

III. Applications and Methods                                                            
of Seaweed Cultivation 

All through mankind's set of experiences, kelp 
has been utilized as food, people cures, colors, and 
mineral-rich composts. Anti-pathogenic activity by green 
seaweeds, seaweed chocolate, animal food, fertilizers, 
biotechnology, beauty care products, drug industry, and 
health benefits is accountable information. Many the 
women in coastal areas are benefited from seaweed-
based cultivation [37-41].The green growth innovation 
wipes out difficulties related to existing carbon catch 
techniques. 
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Figure 5: Bamboo raft method [42]. 

 

Figure 6: Bamboo raft method seaweeds for harvesting 
[42]. 

Figure 5 and Figure 6 show the bamboo raft 
method of seaweed cultivation. 

IV. Conclusion 

This paper presented seaweed applications and 
their cultivation methods. Minority people, economic 
growth depends on seaweed harvesting in coastal areas 
like Ramanathapuram district. Women empowerment, 
self-employment, development, and many foods, 
medicine, and cosmetic products are manufactured 
from seaweeds. In the future, seaweed image color 
detection and classification are planned to be 
introduced.  
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ABSTRACT: 

         Blockchain is the most commonly used 

distributed database or ledger for digital 

currency exchanges and secure 

transactions. Each network participant has 

access to a ledger that is updated with each 

new transaction. The blockchain ledger is a 

collection of all transactions made in the 

past. A blockchain ledger is an ever-

evolving tamper-proof data structure that 

contains blocks containing individual 

batches of transactions. This work will help 

understand the various security algorithms 

used for electronic transactions and 

payments. Hashing methodology is used to 

secure the transaction in Blockchain. 

Blockchain technology and its impact on 

companies and industries. The blockchain 

supports a decentralized, invariant, 

consistent, and secure hashing algorithm in 

which Proof-of-Wok is used. This 

systematic study helps you understand how 

is secure a transaction. 

I. Introduction:  

Advances in digitalization have revolutionized 

people's lives. As technology advances, we use 

internet-based banks, and various e-commerce 

payment systems are growing when shopping. 

It is designed to increase, improve and deliver 

secure electronic payment transactions. People 

are also interested in electronic payment 

systems because they reduce paperwork and 

transaction costs.  

       The system is easy for business people to 

use and takes less time than manual processing 

and latency to help businesses expand their 

reach to the market. The ePayment system is a 

method of processing or paying goods and 

invoices via electronic media without using 

cash or checks. This is called an online 

payment system. E-Payment uses electronic 

devices and various types of trading cards such 

as customers, productions, financial 

companies, etc. as a medium of computer 

technology to issue payment instructions 

directly or indirectly via a network to make 

payments and remittances. , Refers to the 

parties to electronic transactions. 

II.Literature Review 

 

Prince will Aigbe et, al[3],2014, In their study, 

a complete review of the different categories 

of online payment systems in terms of online 

payment processes, authentication 

mechanisms, and authentication types analysis 

http://www.ijsrem.com/
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reveals that online payment systems with 

authentication mechanisms involving two or 

more authentication factors such as token 

encryption, digital signature, PIN tend to be 

more secured, reduced fraud vulnerability, and 

boost users’ confidence in using electronic 

payment systems. Their work reveals that e- 

payment systems with authentication 

mechanisms involving two or more 

authentication factors have to be secured and 

reduced fraud and boost users’ confidence e -

payment systems 

 

Satoshi Nakamoto et.al [4] 2016.Mentioned 

their work Online Payments or transactions 

were directly sent from one party to another 

without going through a financial institution 

that undergoes peer-to-peer communication. 

Digital signatures play a role in protection at a 

limit. The proposed system uses the 

verification of data and secures the 

transmission of money through bank 

validation. 

 

NiturkarPallaviPravinet.al[5],2020 mentioned 

Blockchain technology for protecting the 

banking transaction without using tokens. 

Blockchain technology is a distributed system 

that works on total verification and validation 

of data without consideration of Miners or 

Tokens. Eliminating the use of miners or 

tokens may lead to creating a transparent and 

load-free network, which increase in 

survivability of transaction. By adopting 

blockchain in the distribution of databases on 

banking systems one can reduce attacks on the 

system. Blockchain without tokens plays an 

avital role in building a system that is more 

reliable for banking to perform transactions 

that have to be secure at a very high level. 

 

Joseph Gualdoniet.al[4],2017, mentioned the 

Secure Online Transaction Algorithm: 

Securing Online Transaction Using Two-

Factor Authentication. The Secure Online 

Transaction Algorithm (SOTA) would benefit 

not only the account holders but also the credit 

card companies. Our model works by using 

two-factor authentications and a random code 

that the consumer would be generated and 

supplied on an application. The Secure Online 

Transaction Algorithm creates a new level of 

security that has not been implemented into 

credit cards yet. This algorithm could 

instrumental in reducing the number of 

fraudulent purchases made with stolen credit 

cards. 

III.Blockchain 

      A blockchain is a distributed database 

shared between nodes in a computer network. 

As a database, blockchain stores information 

electronically in digital format. Blockchain is 

best known for its important role in 

cryptocurrency systems like Bitcoin for 

maintainingsecure and decentralized records 

of transactions. Blockchain innovationis to 

ensure the fidelity and security of data records 

and to create trust without the need for a 

trusted third party. The main difference 

between a typical database andblockchain 

isthe structure of the data. Blockchain collects 

informationin groups called blocks that 

http://www.ijsrem.com/
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contain a set of information. A block has a 

certain amount of storage capacity, is closed 

when it is full and is linked to a previously full 

block to create a chain of data called a 

blockchain. The new information that follows 

this newly added block is compiled into the 

newly formed block and added to the chain 

when it is full.  

A hash pointer is a pointer that has an 

encrypted hash of the data it points to. If you 

are new to hash functions, think of a hash of 

your data as a short code that represents your 

data. We cannot undo the original data from 

this code, but we can verify that the new data 

matches the original data by hashing the new 

data and comparing this new code with the 

stored code. Each node in the linked list is 

called a block, stores some data, and 

references the previous block in the 

blockchain. The first block on the blockchain 

is called a genesis block because it does not 

point to any other block. The latest block 

added is called Head 

   Blockchain is the technical backbone of 

"Bitcoin" and was introduced in 2009 as a 

secure and fast connection technology that 

enables exchange. In the blockchain, each user 

transaction creates a block and adds it to the 

chain of transactions. This creates a trail of 

interconnected blocks. Each block is sent and 

added to your ledger.  Application of 

blockchain technology in payment of 

Blockchain functions corresponds to the 

requirements of the payment base. 

  

 Safe.  

 Processing speed  

 Traceability  

 Global Registry (Ledger)  

The distributed ledger makes it possible to 

connect all the parties to real-time financial 

transactions for quick processing while 

maintaining the audit trail. Processing is 

distributed over the network, it is almost 

impossible to change or manipulate data, or 

manipulate fraud prevention and safety stops. 

Blockchain, we can ship money without using 

banks. Describes the simplicity and elegance 

of such systems and understands the process of 

creating ourown blockchain in the Python 

programming language to explain nuances. 

Working from a blockchain:  

 Block or ledger and this updated block are 

displayed to wait for the verification node at a 

specific time interval.  Block Verification: 

When an Inner work node receives an updated 

block validation request, the node searches 

other nodes in the network in network to 

process to repetitive process to check the 

block. Blockchain: If all transactions are 

approved in the block, the new block is 

connected to the current block and closes the 

latest status of the block into the remaining 

blocks on the network. 

 

 

 

 

http://www.ijsrem.com/
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IV.Methodology: 

SSL: 

SSL, or Secure Sockets Layer (SSL), is the 

most widely used security measure to secure 

Internet communications. SSL provides a 

secure communication layer between 

computers on a network.SSL supports security 

protocols such as encryption, and 

authentication, and ensures that requested and 

transmitted data is actually forwarded to the 

SSL provides security with 128-bit encryption, 

so sensitive information transmitted over the 

Internet during online transactions remains 

private.  

SET: 

The SET is a system that ensures the security 

and integrity of scripted electronic transactions 

made with credit cards. Secures online credit 

card payments using a variety of encryption 

and hashing methods. The SET protocol 

supports development by major organizations 

such as Visa, MasterCard, Microsoft providing 

Secure Transaction Technology (STT), and 

Netscape providing Secure Sockets Layer 

(SSL) technology.  

Hashing in Proof-of-Work Consensus 

Algorithm: 

Blockchain is an ever-evolving ledger that 

continues an everlasting report of all of the 

transactions which have taken place, in a 

stable, chronological, and immutable manner. 

To stable information, blockchain makes use 

of a hash characteristic. The hash 

characteristic is one of the maximum broadly 

used cryptographic algorithms in blockchain 

technology. These are cryptographic (however 

now no longer encryption) algorithms 

designed to defend the integrity of 

information. In a nutshell, a hash set of rules is 

a mathematical characteristic that turns any 

enter into an output of a set length. To be 

cryptographically stable - and usable in 

blockchain technology - a hash should be 

collision-resistant, this means that it`s very 

hard to locate inputs that produce the identical 

output.  

Types of cryptographic hash features:  

 Secure Hash Algorithms (SHA2 

and SHA3) 

 RACE primitive integrity 

evaluation message summary 

(RIPEMD) 

 Message Algorithm 5 (MD5) 

 BLAKE2 

 To do this, a hash characteristic should have 

the subsequent properties:  

 • One-manner: It is feasible to move from 

entering to output in a hash characteristic, 

however now no longer vice versa. This makes 

it not possible to opposite engineer a collision 

from the preferred hash output  

 • Large output area: The handiest manner to 

locate hash collisions is thru brute pressure 

seek. According to the Pigeon Cage principle, 

this calls for checking as many inputs because 

the hash has feasible outputs. This quantity 

http://www.ijsrem.com/
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should be huge and sufficient to make a brute-

pressure seek not possible  

 • A hash set of rules is taken into consideration 

stable tilla collision may be located for it. Once 

this happens, it`s formally obsolete, much like 

MD5 and SHA1. Using hash features inside 

the blockchain Hash features are frequently 

used to defend the integrity of information. 

With a dependable information hash, it's far 

feasible to compute the hash of the information 

and evaluate values. If they match, the 

information won't have been modified for the 

reason that a unique hash turned into 

generated. The blockchain`s virtual ledger is 

designed to keep treasured records that might 

advantage an attacker if modified in their 

favor. Furthermore, this ledger is saved and 

transmitted with the aid of using a community 

of nodes that might be suspicious of every 

other.  

 As a result, blockchains have some exclusive 

makes use of for the hash features and integrity 

safety they provide. Some of the maximum not 

unusual place that makes use of hash features 

in blockchain include:  

Uses of Hash: 

 • Digital signature: Hash features are a vital 

part of virtual signature algorithms, 

summarizing information right into a compact 

price even as retaining its integrity. Digital 

signatures are used to hold information 

integrity and authenticate transactions and 

blockchains  

 • Merkle Tree: The Merkle tree summarizes 

the listing of transactions contained in a block 

right into inside the block header. They use 

hash features to make certain that no Merkle 

timber with the identical root hash can't be 

located. In this manner, with the aid of using 

storing the unique hash inside the block header 

and retaining the integrity of the block header, 

the integrity of the transactions contained 

inside the block frame is likewise protected.  

 • Proof of Work consensus: The Proof of 

Work consensus set of rules determines that a 

legitimate block is a block whose header has a 

hash price under a positive threshold. The 

collision resistance of the hash characteristic is 

vital right here because it guarantees that it's 

far very hard to discover a legitimate block.  

Hash function security for blockchain 

    The safety of hash features for hash features 

inside the chain is vital to defend the 

immutability of the virtual ledger. If the hash 

utilized by a blockchain is broken, an attacker 

can locate conflicts for crucial hashes 

(consisting of the blockchain chain or the 

Merkle tree price). This will make it simpler 

for malicious nodes to rewrite the blockchain 

community records and motivate the 

blockchain gadget to crash. For this reason, the 

safety of hash features is vital to blockchain 

safety. The safety of a hash characteristic may 

be threatened in of the ways:  

 • Algorithm strength: Hash features are 

designed to face up to collisions, however 

cryptographic algorithms occasionally break. 

http://www.ijsrem.com/
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If the vulnerability is observed in a hash 

characteristic, this may correctly locate 

collisions inside the hash characteristic.  

 • Hash output period: Hash features are 

designed to make the nice manner to discover 

a collision is a brute pressure seek, with the 

hunt area being the identical length as the gap 

of feasible has outputs. Might also additionally 

have. If the sort of area does emerge as 

searchable - because of using a hash whose 

output period is just too short - then the hash is 

now no longer collision-resistant and liable to 

attack. 

Conclusion: 

      Online payment transactions use 

blockchain, the purpose of which is to ensure 

the security of the entire process. It uses a one-

way hashing algorithm and Proof-of-Work in 

a consensus Algorithm to securely transmit 

data to miners. Miners also use a proof-of-

work algorithm to verify transactions using the 

submitted hash value.  Therefore, this paper 

aims to provide a secure process for online 

transactions by overcoming attacks such as 

man in the middle attack and eliminating third-

party ports that speed up the whole process of 

the Hash function using proof-of-Work. 

Compared to Previous algorithms like SSL, 

and SET, the Proof-of-Work and hashing 

algorithms using blockchain got the better 

results. In the future optimizing the hash value 

in blockchain and increasing the security of 

transactions using blockchain algorithms 

 

References: 

(1)What is Blockchain Technology? A Step-

by-Step Guide For Beginners. Available 

Online: https://blockgeeks.com/guides/ is-

blockchain-technology/ 

 

(2)Nakamoto, Satoshi. ”Bitcoin: A peer-to-

peer electronic cash system.” (2008). 

Available Online: https://bitcoin.org/bitcoin 

 

(3)ParitoshBanchhor, DurgeshSahu, Ankit 

Mishra, Mohammed BakhtawarAhmed,”A 

Systematic Review on Blockchain Security 

Attacks, Challenges, and Issues,(2021) 

 

(4)KarthikeyaThanapal, DhirajMehta, 

KarthikMudaliar, and BushraShaikh,” 

Online Payment Using Blockchain(2020) 

 

(5)Fan Yang, Wei Zhou, Qingqing Wu, Rui 

Long, Neal N. Xiong, (Senior Member, IEEE), 

And Meiqi Zhou, Delegated Proof of Stake 

With Downgrade: A Secure and Efficient 

Blockchain Consensus Algorithm With 

Downgrade Mechanism,IEEE access, august 

2019. 

 

(6)Applicationofblockchain,Availableonline(

https://www.businessinsider.in/finance/news/t

he-growing-list-of-applications-and-use-

cases-of-blockchain-technology-in-business-

and-life/articleshow/74447275.cms) (accessed 

on march 2020) 

 

http://www.ijsrem.com/
https://bitcoin.org/bitcoin


          International Journal of Scientific Research in Engineering and Management (IJSREM) 
                      Volume: 06 Issue: 07 | July - 2022                         Impact Factor: 7.185                                  ISSN: 2582-3930                                                                                                                                               

 

© 2022, IJSREM      | www.ijsrem.com                                                                                                |        Page 7 
 

   (7)Prasanth Varma Kakarlapudi and Qusay H. 

Mahmoud, A Systematic Review of    

Blockchain for Consent Management, in mdpi 

journal, Healthcare 2021, 9, 137. 

   (8)Masihuddin, M.; Islam Khan, B.U.; Islam 

Mattoo, M.M.U.; Olanrewaju, R.F. A Survey on E-  

Payment Systems: Elements, Adoption, 

Architecture, Challenges, and Security Concepts. 

Indian J. Sci. Technol. 2017, 10, 1–19. [CrossRef] 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                    Volume: 06 Issue: 05 | May - 2022                         Impact Factor: 7.185                                  ISSN: 2582-3930                                                                                                                                               

 

© 2022, IJSREM      | www.ijsrem.com                                                                                                              |        Page 1 
 

Optimized Weather Forecasting using Enhanced Multilayer 

Perceptron for Seaweed Cultivation 
 

Ms.M.Nagavalli 
Assistant Professor, Department of Computer Science, 

Thassim Beevi Abdul Kader College for Women, Kilakarai 

nagavallim1015@gmail.com 

  

ABSTRACT 

Seaweed is considered a high-value source of 

protein for humans and cattle. In this work 

proposed classification model used to predict the 

production of seaweed K.alvarezii cultivation 

based on seasons by weather forecasting using 

Enhanced MultiLayer Perceptron (MLP) Neural 

Network. In this MLP neural network model was 

built to evaluate future predictions based on 

attributes that are outlook, temperature, and 

humidity from end of training data. The dataset 

was collected from Kaggle for classification and 

classified using Enhanced Multilayer Perceptron 

is implemented and its performance are 

evaluated. The MLP function has time taken to 

test a model on training data 0.42 seconds, 

enhanced MLP gives 0.09 seconds by increasing 

number of neurons in hidden layer. 

Keywords: weather forecasting, seaweed 

cultivation, neural network, ANN, Multilayer 

Perceptron. 

1. INTRODUCTION 

Inspite of one of the most developing and 

industrialised states, Tamil Nadu is facing a 

climate changing problems of coastal erosion, 

severe weather events and rising temperatures 

manifesting more recently. As per the 2019 draft 

action plan on climate change, the State 

government planned to carry out 199 projects in 

seven key sectors by the year 2030. The 

proposed budget for executing this plan was a 

whopping Rs 3.24 lakh crore. Rising sea levels, 

hotter temperatures and stronger currents along 

this coast, considered one of the best for 

commercial seaweed cultivation. Scientists say 

they are caused by climate change. “With the rise 

in sea temperature and salinity, seaweed growth 

has declined in the last decade,” said K Eswaran, a 

scientist who heads the field research unit of the 

Central Salt and Marine Chemicals Research 

Institute in Ramanathapuram district. “Women 

who harvest seaweed have definitely been 

impacted, with their incomes coming down by at 

least 20%.”Seaweed is leading commodity in 

aquaculture in Tamilnadu. Acclimatization and 

large scale cultivation of this alga was achieved on 

the coast of mandapam, south east coast of India, 

during 1995 to 1997. The development of seaweed 

cultivation areas can be caused by the biophysical 

environmental conditions of the waters and 

http://www.ijsrem.com/
mailto:nagavallim1015@gmail.com


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                    Volume: 06 Issue: 05 | May - 2022                         Impact Factor: 7.185                                  ISSN: 2582-3930                                                                                                                                               

 

© 2022, IJSREM      | www.ijsrem.com                                                                                                              |        Page 2 
 

climatic conditions. Planting season is one of the 

important factors in seaweed farming because it 

greatly influences the production or the end result 

produced. The response of seaweed growth varies 

over time and seasons of the year. A cultivation 

approach based on change the season and the 

environmental conditions of its waters optimal for 

seaweed growth. Seaweed growth has increasing 

by finding the weather forecasting based on 

whether rainy season or summer season. 

Machine Learning build a model based on dataset 

that is used to make predictions. some 

implementations of machine learning use data set 

and neural networks in a way that imitate the 

working of a biological brain. Supervised learning 

is a type machine learning algorithm that use 

training data set to make predictions. Mutilayer 

Perceptron make use of a supervised learning 

technique which is called back propagation for 

training. MLP are the classical type of neural 

network, MLPs are apt for classification prediction 

problems where inputs are set aside a class or 

label.  

 

2. REVIEW OF LITERATURE 

In recent years there have been great strides in 

building classifiers for predictions on various 

datasets using varies machine learning algorithms. 

Machine learning, in particular, has shown 

improvement in accuracy on various datasets. 

Some of the works have been described below: 

Abinaya P L Janani N [1] evaluated the 

performance of on forecast rainfall using WEKA 

data mining tool with three classifiers: 1.Navive 

Bayes 2. Decision Tree algorithm 3. K Nearest 

Neighbour  4. SVM (Support Vector Machine) and 

the outputs were compared based on the accuracy 

achieved. 

Lemuel Clerk P Velasco, Ruth P.Serquina,etc [2] 

The need to explore different methods in selecting 

ANN parameters as this will help establish a 

reliable ANN model for rainfall forecasting. 

Irfan M Malan S Muchdar F Abdullah N Juharni 

[3] The purpose of this research was to determine 

the production of seaweed K.alvarezii cultivation 

based on seasons. Production data collected is wet 

and dry production data by season. 

 

Vaibhav. A.Mantri ,Ramalingam Dineshkumar, 

Mudassar Anisoddin Kazi,  M. Vignesh [4] 

Neural-network approach in seaweed research: An 

emerging field for prediction and modelling 

critical parameters In this studies pertaining to 

artificial neural network (ANN) model used in 

studies performed to predict the thermophysical 

properties of Saccharina latissima, early detection 

of Sargassum bloom, cadmium–zinc ions 

biosorption by the Sargassum filipendula, 

optimization of different physiochemical 

parameters for seedling production in Gracilaria 

dura. 

Meenakshisundaram Ganesan*, Nitin Trivedi, 

Vishal Gupta, S. Venu Madhav, Chennur 

Radhakrishna Reddy* and Ira A. Levine [5] 

http://www.ijsrem.com/
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Seaweed resources in India – current status of 

diversity and cultivation: prospects and challenges 

In this research, the current status of Indian 

seaweed resources and their utilization, as well as 

developments in seaweed farming technologies, 

the status of seaweed industry and recent efforts to 

transform seaweed farming into a social 

enterprise. It also highlights the challenges 

encountered for mainstreaming these resources so 

as to evolve into a marine industry. 

 

3. METHODOLOGY  

In this section, the proposed work for weather 

forecasting data set is predicted by Weka tool. 

Collected weather and climate data for the 

experiment from the online repository of Kaggle. 

The variables on the data set of each weather 

measured values of climate features such as 

Temperature, Humidity, Wind Speed, Pressure, 

Daily summary. The dataset consists of 2709 

instances and 12 attributes. The dataset with these 

attributes and its values are used in Enhanced 

MLP neural network method to weather 

forecasting for Seaweed Cultivation. MLP neural 

network is the classical type of neural network. 

They were comprised of one or more layers of 

neurons. Input data is give into the input layer, 

there may be one or more hidden layers thus 

providing levels of abstraction and predictions are 

made on the visible layer, known as output layer.  

 

Algorithm (forward pass):  

Require: pattern ~x, MLP, enumeration of all 

neurons in topological order  

Ensure: calculate output of MLP  

 

1: for all input neurons i do  

 

2: set a i ← x i 3: end for 

 4: for all hidden and output neurons i in 

topological order do  

5: set net i ← w i 0 + P j ∈ Pred(i) wij a j 

 6: set a i ← flog (net i )  

7: end for  

8: for all output neurons i do  

9: assemble a i in output vector ~y  

10: end for  

11: return ~ 

MLPNN model has twelve input neurons 

consisting of the average temperature, minimum 

temperature, maximum temperature, average wind 

speed, maximum wind speed, relative humidity, 

total rainfall, visibility, the date, the month, and 

the year. Two MLPNN models were implemented 

with the first MLPNN model having small number 

of hidden neurons along with training algorithm, a 

supervised learning algorithm for feed-forward 

neural networks with super linear convergence and 

Hyperbolic-Tangent activation function. The 

Enhanced MLPNN model had more than hidden 

neurons along with SCG training algorithm and 

sigmoid activation function. 

http://www.ijsrem.com/
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Comparative study of classification algorithm 

 

Classifier 

Time Taken to 

test Model 

Time Taken build 

a  

Model 

Multilayer Perceptron 

0.42 145.15 

Enhanced Multilayer 

Perceptron 0.09 37.37 

Table -1: Sample Table format 

          

                                                                  

               Fig-2 Time taken to build a model   

 

 

 

 

 

 

 

Fig-1 Time taken to test model 

 

CONCLUSION AND FUTURE WORK 

The main aim of this work is to forecasting 

weather for seaweed cultivation and production 

based on season. MLP neural network model was 

built to evaluate future predictions based on 

attributes that are outlook, temperature, humidity, 

windy and play from end of training data. This 

paper presents the analysis of seaweed cultivation 

and production increased during the rainy season 

or dry season. The MLP function has time taken to 

test a model on training data 0.42 seconds, 

enhanced MLP gives 0.09 seconds by increasing 

number of neurons in hidden layer. In the future, 

using image recognition model used to predict the 

better shoot tips properties of K .alvarezii, 

production of seaweed K.alvarezii cultivation and 

optimization of different shoot tips parameters for 

seedling production in micro propagation of tissue 

cultured plants. 
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Data science and machine learning are built on linear algebra. Machine learning and data science make extensive use of linear algebra, a 

branch of Mathematics. Machine learning relies heavily on linear algebra. Matrix representations are commonly used in machine learning 

models. Using linear algebra in data science means regularizing, reducing to dimensions, recognizing images, learning algorithms, and 

analyzing images. Many data science algorithms are based on linear algebra. This article will cover three uses of linear algebra in three 

different data science domains. We will discuss loss functions from the perspective of machine learning, and image convolution from the 

perspective of computer vision. Any prospective data scientist must learn R since it is a very strong language designed specifically for data 

analysis and data visualisation. With linear algebra, R is extremely useful. It has built-in data types like matrices and vectors.  

 

 Keywords: Linear Algebra, Data Science, Algorithms, R-Software. 

 

INTRODUCTION 

The area of mathematics known as "linear algebra" deals 

with linear equations and how they are represented in vector 

spaces and through matrices. The study of vectors and linear 

functions is what linear algebra is, to put it simply. Linear 

algebra involves the study of matrices, determinants, linear 

transformations, vector spaces, and subspaces and uses 

closed vectors that operate under addition and scalar 

multiplication. It enables us to do mathematical operations 

and comprehend geometric notions in greater dimensions. 

Nearly all branches of mathematics, including geometry and 

functional analysis, are based on linear algebra. 

Understanding its ideas is essential for comprehending the 

theory underlying data science. 

Data science is a branch of study that combines subject-

matter knowledge, programming abilities, and a working 

understanding of mathematics and statistics to draw out 

valuable insights from data. 
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Data scientists use machine learning algorithms to analyse 

data from a variety of sources, including text, images, 

videos, and audio, to create artificial intelligence systems 

that can carry out activities that often require human 

intellect. To study and analyse real-world phenomena using 

data, "data science" is a concept that combines statistics, 

data analysis, informatics, and their related methodologies. 

In the context of mathematics, statistics, computer science, 

information science, and domain knowledge, it makes use of 

methods and theories from a variety of domains. A data 

scientist is a person who writes programming code and uses 

statistical expertise in conjunction with it to derive insights 

from data. 
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Data scientists may be able to avoid using linear algebra for 

a while, but not for very long. Here are several ways that 

linear algebra can help with computer vision and machine 

learning. Few people think of linear algebra when 

discussing data science in general or specific subfields like 

machine learning or computer vision. Because the modern 

tools we use to perform data science algorithms do a great 

job of disguising the underlying math that makes things 

function, linear algebra is sometimes overlooked. In data 

science, linear algebra is used. 

 

Impact of Linear Algebra in Data Science 

Area of mathematics called linear algebra is very helpful in 

machine learning and data science. The following data 

science fields make use of linear algebra: 

 Regularization  

 Reduction to dimension  

 Image recognization  

 Working with data sets 

 Machine learning  

 Computer vision 

 

REGULARIZATION 

Regularization is one of the biggest hurdles in machine 

learning, especially for beginners in data science. It is when 

a model is too close a fit for the available data, to the point 

that it does not perform well with any new or outside data. 

A concept called “regularization“ is used to prevent the 

model from overfitting. This concept makes use of linear 

algebra as it uses the “norm”. The norm can be defined 

simply as the magnitude of a vector. This magnitude can be 

calculated in various ways one popular way is using the 

Euclidean Distance. ie, using the distance from the origin. 

Regularization prevent overfitting as it adds the norm of the 

weight vector to the cost function. This makes sure that 

model does not become overly complex as aim is always to 

reduce the cost function, and therefore have to reduce this 

norm. This is much better understood by someone who 

knows the basics of linear algebra. 

 

Figure 1 

 

REDUCTION TO DIMENSION 

While making Machine Learning Models, often come across 

data that is made up a hundreds or even thousands of 

variable. Our model becomes more and more complicated as 

these variables increase. Dimensionality reduction is the 

technique that reduces the number of input variables in data 

set. Since datasets can be easily represented as matrices, 

certain matrix factorization methods can be used to reduce a 

matrix and hence the dataset into its constituents parts. Then 

any operation that used to be performed on the original 

matrix, could be performed on the smaller matrices. 

Decomposition method like LU matrix decomposition and 

QR matrix decomposition can be easily performed using 

python programming. 

 

LU Decomposition 

Consider the system of equation written as a matrix 

equation: 

           X1+X2-X3 = 4 

           X1 – 2X2+3X3= - 6 

          2X1+3X2+X3=7 

            [
1 1 1
1 −2 3
2 3 1

]   [
𝑋1
𝑋2
𝑋3

]   =[
4
−6
7
] 

                        AX = B 

We can solve the system using LU Decomposition 

Let A= LU and substitute into AX=B 

Solve LUX=B FOR X to solve the system 

Let UX=Y 

LY=B and UX=Y 

First solve LY=B and Y and the solve UX=Y for X  

 

LINEAR ALGEBRA IN IMAGE RECOGNIZATION 

When implementing data science models, especially in deep 

learning, it come across data in the form of image, however 

we cannot just pass an image to a model and expect it to 

understand it. It need to convert each image into something 

Mathematical or Statistical to be understood by the model. 

This is where linear algebra come in. 

 

IMPACT OF LINEAR ALGEBRA IN IMAGE 

PROCESSING 

Image processing is the manipulation of images using 

mathematical operations. With the introduction of 

computers, processing is now done using computer graphic 

algorithms on digital images obtained through a digitization 

process or directly using any digital device. Digital image 

processing is the use of a computer to perform image 

processing on digital images. Linear algebra can be used to 

perform computer graphics operations such as rotation, 

skewing, scaling, Bezier curves, reflections, dot and cross 

products, projections, and vector fields. Other more complex 

operations, such as filters, necessitate the use of linear 

algebra in conjunction with other mathematical tools. Linear 

algebra deals with matrices and all the operation to be 
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Performed  on matrix. Any image is made of pixels, which 

are nothing but coloured square of varying Intensitics (for 

gray scale image it could be a single number with the 

intensity, and for coloured images, it could be the RGB 

value). 

 

Figure 2 

 

WORKING WITH DATA SETS 

When building a machine learning model, it will most 

probably dealing with large data sets having multiple rows 

and columns. These are nothing but matrices when you spilt 

your dataset into training and testing data, you are 

performing operations on these matrices. Matrices are the 

key data structure in linear algebra and it deals with the 

various operations performed on matrix, including row and 

column transformations, transpose of a matrix, addition or 

scalar multiplication in matrices 

 

This is nothing but a 5*4 matrix each record is a row and is 

indexed with the numbers 0,1,….4 . Each column has its 

name on top. 

 

MACHINE LEARNING 

With the use of machine learning (ML), which is a form of 

artificial intelligence (AI), software programmes can predict 

outcomes more accurately without having to be explicitly 

instructed to do so. Machine learning algorithms predict 

new results using historical data as input. The way in which 

a machine learning algorithm learns to improve its 

prediction accuracy is a common way to classify traditional 

machine learning. There are four fundamental strategies: 

reinforcement learning, semi-supervised learning, 

unsupervised learning, and supervised learning. The kind of 

data that scientists wish to predict determines the kind of 

algorithm they use. 

 

Figure.3 

LINEAR ALGEBRA IN MACHINE LEARNING 

Vectors, matrices, and linear transforms are the focus of the 

mathematics subject known as linear algebra. From the 

notation used to describe the operation of algorithms 

through the implementation of algorithms in code, it serves 

as a crucial basis for the field of machine learning. Despite 

the fact that linear algebra is essential to the subject of 

machine learning, the close connection is frequently ignored 

or described using impersonal ideas like vector spaces or 

certain matrix operations. 

The following are significant fields of application made 

possible by linear algebra: 

Data representation  

Representation using learnt models 

Eigenvectors for word embeddings 

 

REPRESENTATION OF DATA 

Data, which serves as the fuel for ML models, must first be 

transformed into arrays before being fed to your models. 

Matrix multiplication is one of the operations carried out on 

these arrays (dot product). Additionally, the output is 

returned, which can also be seen as a changed matrix or 

tensor of integers. 

 

EMBEDDING WORDS 

Just above it is the idea of using a lesser dimensional vector 

to express large-dimensional data (consider a large number 

of variables in your data). 
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EIGENVECTORS (SVD) (SVD) 

Principal component analysis allows us to decrease the 

number of characteristics or dimensions in the data without 

sacrificing the quality of any of them. 

 

Figure 4 

  

LINEAR ALGEBRA IN COMPUTER VISION  

         For machine learning, data science, and other related 

fields like computer vision and natural language processing, 

linear algebra is a potent tool. With its own implementations 

in the form of matrices, vectors, and tensors, linear algebra 

is used in computer vision. This includes basic operations, 

such as linear transformation, matrix operations, linear 

combination, and dependency of variables. 

          Significant contributions from linear algebra have 

been made to the difficult calculations used in computer 

vision. Large and complex matrices are necessary for the 

computations and operations involved in the complex matrix 

multiplications used in computer vision techniques. The 

computer vision system uses a variety of techniques to 

extract data from images, including compression, rotation, 

flip-flopping, convolution, noise reduction, object detection, 

facial recognition, etc. 

The study of visual knowledge extraction is known as 

computer vision. and the fundamental idea of linear algebra 

is applied to the extraction. Vectors, matrices, and tensors 

are LA concepts. 

 

VECTOR 

A vector is a type of 1D array that is typically described 

with magnitude and direction. 

 

MATRIX 

It is a 2D array of numbers called a matrix. Think about an 

image's matrix-based pixel representation as an example. 

Projections, translations, rotations, scaling, and affine 

transformations are some of the operations of matrices. 

TENSOR 

It is a generalisation of matrices and vectors. 

 

Figure. 5 

 

VECTOR PRODUCT: MATRIX 

The identity matrix is created by combining the unit vectors 

e1,..., em. A simpler approach to refer to random vectors 

a1,...an from the same vector space in a matrix is to use the 

letter I. 

 

VECTORS AND MATRICE IN DATA SCIENCE 

 The some essential of linear algebra in the context of data 

science applications. 

Vectors organize information that cannot be expressed as a 

single number and for which there exist a concept of scaling 

and addition. Matrices group together multiple vectors. The 

matrix –vector product expresses a linear combination of the 

column vectors of the matrix. solving a linear system  

Ax=b=Ib, to find x€Rm for given b€Rm , re –expresses the 

linear algebra  b= b1e1+…bmem ,  

I=[e1e2….em] , as another linear combination b=x1a1 + 

x2a2+…..xnan , A=[a1a2…an] for certain problems the 

linear combination Ax might be more insightful, but the 

above transformation is information preserving, with b1x 

both having the same number of components 

Finding the best approximation of some given b€Rm by a 

linear combination Ax of the column vector of A€Rm*n is 

known as a least squares problem and transforms the 

information from the m components of b into n components 

of x, and knowledge of the form of the column vectors. If 

m>n and the form of the column of A can be successfully 

stated, the transformation compresses information. 

 

USAGE OF R SOFTWARE 

COMMANDS TO FIND MULTIPLICATION OF 

MATRIX USING R 
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COMMANDS TO FIND INVERSE OF MATRIX USING 

R 

 

COMMANDS TO FIND DETERMINANT OF A USING R 

 

COMMANDS TO FIND EIGENVECTOR USING R 

 

 

EIGENVECTORS APPLICATIONS IN DATA SCIENCE 

The principal component analysis of a machine learning 

method makes use of the idea of an eigenvector. 

Assume you have data that is very high in dimensionality 

and has a lot of features. It's possible that the data contains 

redundant features. A lot of features will also decrease 

efficiency and take up more disc space. In this case, PCA 

eliminates some of the less significant features; eigenvectors 

save the day. Let's go over the PCA algorithm. Let's say we 

wish to condense a "n"-dimensional dataset into a "k"-

dimensional dataset. We'll proceed in stages. 

Step 1: The data are subjected to mean normalisation and 

feature scaling. 

Step 2: We find out the covariance matrix of our data set. 

Step 3: Finding the covariance matrix's Eigenvectors is step 

three. It is a sophisticated statistical notion. We will 

discover "n" Eigenvectors matching "n" Eigenvalues 

because our data is in "n" dimensions. 

Step 4: The fourth step entails choosing "k" Eigenvectors 

that correspond to the "k" biggest Eigenvalues and creating 

a matrix in which each Eigenvector is a column. It's time to 

locate the less data points now. Let's say you want to shrink 

a data point from the data set, "a," to dimensions of "k." 

Multiply the dimensions of the matrix U and transpose it. 

After discussing Eigenvectors, let's move on to a more 

complex and valuable idea in linear algebra known as 

singular value decomposition, or SVD for short. To fully 

comprehend it, a thorough investigation of linear 

 

SINGULAR VALUE DECOMPOSITION  

Consider receiving a feature matrix A. We divide our matrix 

A into three constituent matrices for a specific purpose, as 

the name would imply. Additionally, it has been asserted on 

occasion that SVD is a generalisation of Eigen value 

decomposition. A data set's redundant characteristics are 

removed using SVD. Let's say you have a data set with 1000 

features. There will undoubtedly be redundant features in 

any real data set with this many attributes. 

 

Figure. 6 

This tiger can be rendered in monochrome and seen as a 

matrix whose elements stand in for the pixel intensity and 

pertinent position. In other words, the matrix comprises data 

in the form of rows and columns concerning the intensity of 

pixels in the image. This image displays many images with 

various resolutions that correlate to various levels. Just 

assume for the time being that a higher rank indicates that 

there is more information about pixel intensity. 

 

Figure. 7 

It is obvious that we can achieve a reasonably good image 

with 20 or 30 ranks rather than 100 or 200 ranks, and in a 

scenario of highly redundant data, that is what we want to 

do. What I'm trying to say Is it true that we don't need to 

save every piece of data from the original dataset in order to 

generate a valid hypothesis? However, some of the features 

make it difficult to determine the optimum algorithm. For 

instance, multicolinearity in linear regression is caused by 

the presence of redundant characteristics. Additionally, 
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some qualities don't matter for our model. The method fits 

better, is more time efficient, and uses less disc space when 

these features are removed. The application of singular 

value decomposition 

 

CONCLUSION 

In the actual world, linear algebra is quite useful. In data 

science, linear algebra techniques are utilised to increase 

algorithm performance and produce more accurate findings. 

In this paper, it has gathered thatarethe uses of linear algebra 

in data science and provided an overview of each technique. 

To analyse the data sets, the data scientists can utilise linear 

algebra as a tool. Given the continually growing search 

outputs and the accessibility of the available evidence, 

which is a specific issue for the study sector in terms of 

quality improvement, machine learning algorithms are of 

special relevance. Regularization, dimension reduction, 

image identification, machine learning, and computer vision 

were all topics I covered. R is very useful for linear algebra. 
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The culmination of
multidrug-resistant e	ux pumps
vs. meager antibiotic arsenal era:
Urgent need for an improved new
generation of EPIs
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E	ux pumps function as an advanced defense system against antimicrobials

by reducing the concentration of drugs inside the bacteria and extruding the

substances outside. Various extraneous substances, including antimicrobials, toxic

heavy metals, dyes, and detergents, have been removed by this protective barrier

composed of diverse transporter proteins found in between the cell membrane

and the periplasm within the bacterial cell. In this review, multiple e	ux pump

families have been analytically and widely outlined, and their potential applications

have been discussed in detail. Additionally, this review also discusses a variety

of biological functions of e	ux pumps, including their role in the formation of

biofilms, quorum sensing, their survivability, and the virulence in bacteria, and the

genes/proteins associated with e	ux pumps have also been explored for their

potential relevance to antimicrobial resistance and antibiotic residue detection. A

final discussion centers around e	ux pump inhibitors, particularly those derived

from plants.

KEYWORDS

e	ux pump, MDR, antibiotic resistance, resistance nodulation division superfamily, e	ux

pump inhibitors (EPIs), Escherichia coli

Introduction

Bacteria are already well known for their ability to persist in extreme environments
via their evolving numerous defense mechanisms against various substances that are lethal
for their survival. Currently, antimicrobial resistance, the most complicated health concern
across the world, which is primarily associated with an extended hospital stay, expensive
treatment, and high mortality and morbidity rates, needs undeniable attention and multiple
operative approaches involving the “One Health” concept. As the concept specifies, the
interrelatedness among food, animals, and human health with the environment and the
intentional collaboration between different sectors’ efforts to confront the standing challenge
(Taneja and Sharma, 2019), but regrettably, of antimicrobial resistance (AMR) development
due to environmental influences have received less care as compared to human and animal
health in spite of the significant deviations in the geographical dissemination of AMR
associated with environment (O’Neill, 2015). The ultimate result of the increasing incidences
of AMR is the development of multidrug-resistant phenotypes, and the multidrug-resistant
(MDR) bacteria is a serious problem worldwide (Cooper and Shlaes, 2011; Blair et al.,
2014; O’Neill, 2015; Venter, 2019). Moreover, unexpectedly, this problem occurs at the
same time when several pharmaceutical companies stopped investing in research to find
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new drugs to treat MDR due to a lack of high financial returns.
In the bacterial cell membrane, the presence of transporters helps
in the extrusion of noxious compounds, ultimately decreasing the
concentration of external and unwanted or irrelevant substances
and enhancing growth. However, the role of some transporters
in the biodegradation of various deadly substances present in our
environment is also well known (Ganas et al., 2007). As per the
previous reports available, there are various resistance mechanisms
contributing toward the development of resistant phenotypes—
both extrinsic and intrinsic (Ganas et al., 2007). However, the role
of intrinsic mechanisms such as the overexpression of multidrug-
resistant efflux pump systems in evolving MDR phenotypes has
gained partial attention (Nikaido and Pagès, 2012). The role of
these efflux pumps is not only limited to functions as an efficient
transporter but also limited to combat the stress from external
environmental for bacterial survivability. However, it should be
noted that some efflux pumps are substrate specific while others
have a broad range of substrate specificity, which means that
they can pump out multiple substrates including different classes
of antibiotics, thus prompting multidrug resistance in bacteria
(Nikaido and Pagès, 2012). Therefore, the efflux pump systems
which form an important antibiotic resistance mechanism are
widely considered due to their unique ability to extrude a variety
of noxious compounds including dyes, detergents, different classes
of antibiotics, and disinfectants (Nikaido and Pagès, 2012; Venter
et al., 2015) outside the cell and thus are intensely associated with
MDR expansion. Moreover, these specific features of the efflux
pump systems havemade themmore prominent asmultidrug efflux
pumps (Webber and Piddock, 2003; Piddock, 2006a).

For the survivability of bacteria, these transporters located
in the bacterial cell membrane play a crucial role in facilitating
the reduction of external and irrelevant substance concentrations
and promoting bacterial growth. However, evidence indicating
the role of these transporters in the biodegradation of deadly
compounds that are present in the environment has previously
been reported (Ganas et al., 2007), suggesting the role of these
efflux pump systems not only as a transporter but also in defending
bacterial growth and survivability under various environmental
stresses. Substrate specificity of these efflux pumps against various
substrates, such as different antimicrobial classes, induces the
pathogens to become multidrug resistant (Hernando-Amado
et al., 2016). However, in some cases it has also been observed
that the ejection of the substrates or organic solvents results
into overexpression of transporters, which further, triggers the
co-selection of the altered features of antimicrobial resistance
in bacteria (Blair and Piddock, 2016). As a consequence of
overexpression of the efflux pump systems, biofilm formation
and quorum sensing (QS) will also be impacted by bacterial
pathogenicity (Alcalde-Rico et al., 2016; Kong et al., 2017). In
addition to antimicrobials, efflux pumps also have the potential to
export virulence determinants, such as adhesins, toxins, and other
crucial proteins, which are very critical for colonization within
host cells (Piddock, 2006b). Several studies have already been
reported on unfolding the development of antibiotic resistance
associated with efflux pump systems along with numerous novel
efflux pump transporters and simultaneous proteins. Additionally,
in recent years, several other functions of an efflux pump system

besides antibiotic resistance, such as virulence and bacterial
self-protection against various environmental pollutants, were
investigated. However, the particular mechanisms of regulation
of these efflux pump systems and the active domains of the
transporters are still not clearly understood. There are several
inducing factors located on the inner and outer membranes of
bacteria that stimulate the activity of efflux pump systems and
promote their structural alterations within the fluid membrane
environment. A brief overview of the role of efflux pumps in Gram-
positive and Gram-negative bacteria is presented in this review
article. Furthermore, the applications of efflux pump regulators to
identify antimicrobial resistance and antibiotic residues, as well as
the discovery of new efflux pump inhibitors derived from plants,
have been discussed in this study.

E	ux pump families

Efflux pump systems are predominantly classified into six
major superfamilies based on their energy source utilized to
export the substrates: ATP-binding cassette (ABC) superfamily,
multidrug and toxic compound extrusion (MATE) superfamily,
major facilitator superfamily (MFS), resistance nodulation and cell
division (RND) superfamily, small multidrug resistance (SMR)
superfamily, and proteobacterial antimicrobial compound efflux
(PACE) (Hassan et al., 2018) (Figure 1). One of the chief
differentiating features of these efflux pumps is the source of
energy they utilize; for example, the ABC superfamily draws energy
via ATP hydrolysis (Verchère et al., 2012); however, other EP
families such as RND, MFS, SMR, and MATE utilize either proton
motive force (PMF) derived from H+ or electrochemical gradient
of Na+ for exporting their substrates and for extruding several
compounds (Kim and Hummer, 2012). Additionally, there are
some other features as well for differentiating these efflux pumps
based upon their composition or structure of the efflux pump
transporters; for example, in an RND efflux pump system, three
components, namely, an outer membrane protein (OMP) channel,
an inner membrane transporter protein, and two modules that
were connected via a membrane fusion protein (MFP) combine
to form a composite known as a tripartite complex, which
ultimately works together for the extrusion of noxious agents
(Daury et al., 2016; Neuberger et al., 2018). However, research on
novel multidrug-resistant (MDR) efflux pump systems in bacteria is
still underway.

ATP-binding cassette superfamily

The MacAB-TolC efflux pump system is a tripartite complex
belonging to the ABC and is the most comprehensively studied EP
system among gram negative bacteria which is actively associated
with the extrusion of macrolides and polypeptides virulence factors
driven via ATPase MacB and further participates in enterotoxin
heat stable enterotoxins (TII) secretion in Escherichia coli (Lu
and Zgurskaya, 2013; Fitzpatrick et al., 2017; Jo et al., 2017).
Additionally, lipopolysaccharides (LPS) and analogous glycolipids
can be considered as organic substrates of the MacAB-TolC pump

Frontiers inMicrobiology 02 frontiersin.org

https://doi.org/10.3389/fmicb.2023.1149418
https://www.frontiersin.org/journals/microbiology
https://www.frontiersin.org


Chetri 10.3389/fmicb.2023.1149418

FIGURE 1

E	ux pump major super-families based on their energy source utilized to export the substrates.

systems (Lu and Zgurskaya, 2013). As the MacAB-TolC (pump
system) is a tripartite complex with three components, including
MacB, which is an inner membrane protein that functions as a
homodimer complex and consists of two domains, namely, the
(i) N-terminal, a nucleotide-binding domain that enables power
generation via ATP hydrolysis and the (ii) C-terminal cytoplasmic
tail (Lu and Zgurskaya, 2013). Other important components of
the EP system are MacA, a periplasmic adaptor protein (PAP)
that gets stimulated when ATPase binds specifically with the
lipopolysaccharide core, and an outer membrane channel protein
TolC that functions as an exit duct for substrate transport (Lu
and Zgurskaya, 2013; Fitzpatrick et al., 2017). We observed from
previous literature that, in Serratia marcescens, the absence of the
MacAB (efflux pump system) resulted in increased susceptibility
to polymixins and aminoglycosides, with a significant decrease
in swimming motility and biofilm formation ability, and even
caused impairment in defense capability to combat superoxide
stress (Shirshikova et al., 2021). In addition, in their research study,
Shi et al. (2019) observed that, in Agrobacterium tumefaciens 5A
{a strain that is arsenite [As (III)] resistant}, MacAB efflux pump
confers resistance against a variety of macrolide and penicillin-like
antibiotics along with arsenite [As (III)].

However, Gram-positive bacteria harboring the ABC efflux
pump systems, containing single component or transmembrane
protein, have also been observed: for example, EfrAB transporter
in Enterococcus faecalis, Msr protein in Streptococcus, LmrA
in Lactococcus lactis (Hellmich et al., 2015), and PatA/B in
Streptococcus pneumoniae (Garvey et al., 2011a; Iannelli et al.,
2014). EfrAB, an MDR efflux pump system, is a heterodimeric
protein conferring resistance toward different antibiotics such as
gentamicin, chloramphenicol, and streptomycin (Lerma et al.,
2014). In addition, the expression of the EfrAB pump was found
to be highly induced when exposed to these antibiotics in sub-
inhibitory concentration, and a decline in the expression was
observed in the presence of a sub-inhibitory concentration of

EDTA (3mM) (Lerma et al., 2014). The LmrA transporter protein
in L. lactis is a homodimer protein having one nucleotide-
binding domain and six α-helix domains, which initially identifies
and then proceeds toward the extrusion of macrolides and
lincosamides (Hellmich et al., 2012). In Streptococcus, the Msr
protein, comprising only two nucleotide-binding domains [without
any transmembrane domain (TMD)], was found to be responsible
for conferring resistance against macrolides and to collaborate with
the Mef transport family (Zhang et al., 2016; Tatsuno et al., 2018).
Further, in the case of the PatA/B efflux pump system, nearly
the entire hydrophilic fluoroquinolone family members, such as
ciprofloxacin, function as a substrate for this pump (Baylay and
Piddock, 2015).

Multidrug and toxic compound
extrusion superfamily

Members of the multidrug and toxic compound extrusion
(MATE) family are broadly disseminated among the three
domains, namely, archaea, bacteria, and eukarya (Kuroda
and Tsuchiya, 2009). This class of transporters belongs to the
multidrug/oligosaccharide-lipid/polysaccharide (MOP) family,
which is further categorized into two subfamilies, namely, (i) NorM
and DinF found in prokaryotes and (ii) the eMATE subfamily
in eukaryotes based on their sequence similarity (Brown et al.,
1999; Omote et al., 2006). MATE transporter proteins in bacteria
are mainly involved in the extrusion process of amphiphilic
cationic drugs, such as norfloxacin, outside the cell. However,
in plants, these transporters are involved in physiological roles
like developing resistance toward herbicides, leaf senescence,
auxin synthesis, tolerance against aluminum, homeostasis, and
sequestration of organic compounds (which are plant-based)
inside the vacuoles (Remy and Duque, 2014). Further, the MATE
transporters were found to be located in both the proximal
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(convoluted and straight) tubules in the kidney in the case of
mammals and in the canalicular domain inside hepatocytes, where
the organic compounds are transported across this membrane
domain during the final round of drug elimination process (Omote
et al., 2006; Terada and Inui, 2008).

All life forms on earth need a balanced extrusion of exogenous
noxious substances outside to sustain homeostasis. Therefore,
the extrusion of lethal compounds such as xenobiotics requires
the efficient involvement of the transporters. First, MATE family
transporters were known for their ability to develop antibiotic
resistance in Vibrio parahaemolyticus (Morita et al., 1998) but
they later became well-known in other domains as well. Moreover,
MATE is abundant throughout the human body, but its expression
is highly concentrated in the bile canaliculi of the liver and within
the brush border membrane of the kidney (Otsuka et al., 2005).
Metformin, cimetidine, procainamide, and acyclovir (Masuda
et al., 2006; Tanihara et al., 2007) are the cationic drugs that
are recognized by the MATE transporter, and therefore, they
act as influential factors in controlling plasma concentrations.
However, previous literature suggests the significant role of
MATE in inducing drug-associated nephrotoxicity during the last
phase of pharmacodynamics of cationic drugs. An example is
cisplatin, a clinically vital anticancer agent which has not been
recognized by the MATE efflux transporter and has ultimately
resulted in nephrotoxicity due to renal accumulation (Yokoo et al.,
2007). Moreover, cimetidine, which is a histamine (H2) receptor
antagonist that is a well-known MATE inhibitor functioning as
a gastric acid inhibitor (Ito et al., 2012; Wagner et al., 2016),
must be carefully handled and administered. Therefore, a deep
understanding of the MATE transporter’s working mechanisms is
necessary for refining the efficiencies of cationic drugs. The MATE
transporters are energetically involved in several physiological
functions, which makes them attractive pharmaceutical targets.
The MATE transporter protein structure is composed of 12-
transmembrane helices arranged in two six-transmembrane (TM)
domains, namely, the N- and C-lobes.

However, the positioning of these helices is arranged in an
altered manner so as to make it different from the transporters
belonging to the major facilitator superfamily (MFS) (He et al.,
2010; Van Veen, 2010), supporting the previous assumptions
that these two transporters should be considered as distinct
superfamilies (Brown et al., 1999). Previous studies on the effective
changes in the mechanisms, which are required either for the
survivability of a particular microbe or for the development of
a multidrug-resistant variant, have been observed in the case
of a variety of transporter proteins. As a result of consecutive
conformational variations, the transporter protein substitutes
within two main conformations, one of which functions via

exposing the substrate binding pocket (located centrally) to the
inside and the other disclosures the pocket toward the outside of
the cell. However, the structure and catalytic reactions mediated
desired conformational changes are still not properly understood
and one of the main reason behind this is the evidence indicating
two crystal structures of the MATE transporter protein having an
outward fronting conformation. Additionally, transporter proteins
belonging to the MATE family were primarily well-known for
mediating drugs or ions antiport via utilizing Na+ or H+ energy

sources. The difference in the utilization of different energy sources
such as H+ or Na+ gradient in different family members within
the MATE superfamily has been suggested according to previous
x-ray crystallographic studies concerning the NorM subfamily
depending upon Na+ coupling in the C-lobe (He et al., 2010;
Lu et al., 2013a), and a quite similar pattern was noticed in
case of the eMATE subfamily (Miyauchi et al., 2017; Tanaka
et al., 2017) but the DinF subfamily members was found to
utilize H+ in the N-lobe (Lu et al., 2013b; Tanaka et al., 2013;
Radchenko et al., 2015; Mousa et al., 2017; Kusakizako et al.,
2019).

Major facilitated superfamily

Several secondary carrier families having similar topological
features were identified before 1993, but no information was
available to prove or to relate these families by a common
origin. Among these families, a sugar porter’s family including
glucose facilitators found in mammals, two families of specific and
multidrug efflux pump transporters, a metabolic uptake transporter
family, and an oligosaccharide transporting family, including
lactose permease present in E. coli, have been well studied. In
addition, the knowledge and effort of bioinformatics helped us
to understand the mechanisms and provided evidence to relate
these families, and further, the name “major facilitator superfamily”
(MFS) was coined (Marger and Saier, 1993). The major facilitator
superfamily (MFS) transporters can be categorized into three main
groups based on the mode of transportation of their substrates:
(i) uniporters, which are responsible for the transference of a
single substrate, (ii) symporters, which transport a substrate along
with the simultaneous transportation of a coupling ion (e.g., H+),
and (iii) antiporters, which are responsible for the simultaneous
transportation of two substrates in opposite directions in such a
way that the transportation of one substrate is dependent on prior
discharge of the co-substrate (Forrest et al., 2011) (Figures 2A–
C). In addition, it has been observed that the uniporters are
able to transport their substrates without utilizing any energy
source below their concentration gradient, while in the case of
antiporters and symporters, the stored energy of the coupling
ion concentration gradient is utilized for substrate transportation
against their concentration gradient. However, irrespective of the
differences in the mode of transportation of the substrates, all
the members belonging to the major facilitator superfamily have
the identical core structure comprising 12 TM helices, which
are organized on two domains, namely, the N-domain and the
C-domain (having similar structure) (Hirai et al., 2002; Yan,
2013), and are further partitioned into two inverted repeats of
three helices.

One of the most well-studied MFS transporters in bacteria is
the lactose permease (LacY) present in E. coli, which has worked
as an appropriate protein model, for understanding the diverse
features of the mechanisms involved in transportation associated
with MFS transporters (Guan and Kaback, 2006; Smirnova et al.,
2011; Kaback, 2015). However, in humans, the most studied
MFS efflux pump (EP) system is the glucose transporter which
plays a very crucial role in maintaining glucose homeostasis
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FIGURE 2

Major facilitator super family (MFS) transporters can be categorized into three main groups based upon their mode of transportation of their

substrates (A) uniport, (B) symport, and (C) antiport.

in the human body, which is also referred to as the SLC2
protein. Moreover, the deterioration or faulty regulation of these
proteins may lead to important diseases such as diabetes (Type II)
(Augustin, 2010; Cura and Carruthers, 2012). Further, the roles of
the Msr transporter belonging to the ABC superfamily and the Mef
system of the MFS family were found to increase the macrolides
extrusion co-actively, which further enhanced the resistance toward
14–15-member ring macrolides (Nunez-Samudio and Chesneau,
2013). Besides their active participation in the extrusion process,
these MFS transporters are also linked with other biological
pathways, such as the role of MdrT and MdrM in promoting
the immune response in hosts by activating the production of
interferon-β (IFN-B, which is a type I interferon response) and in
maintaining the stability of the cell wall (Pasqua et al., 2021). In
the case of Staphylococcus aureus, the presence of a constitutively
expressing MFS efflux pump system Tet38 has been reported
to influence the progression of host cell invasion comprising
internalization, adhesion, and relocation within epithelial cells
and the consequent step involved in epithelial cell infection
due to Staphylococcus aureus, which includes the viability of
bacteria and trafficking within phagolysosomes (Pasqua et al.,
2021).

However, in Acinetobacter baumannii, loss of the MFS
transporter protein AbaQ resulted in a significant decrease in
bacterial virulence and motility capability (Pasqua et al., 2021),
and furthermore, a substantial reduction in bacterial motility
and virulence was detected when the efflux pumps encoding
genes (such as RND, MATE, SMR, and ABC) are inactivated
(Pérez-Varela et al., 2019). The working mechanisms of MFS
transporters still require more explanation. However, an updated
form of the classical rocker–switch model for understanding the
changes emerging in the conformation of the MFS transporter
associated with a form of substrate transportation known as
the “clamp-and-switch” model has been previously proposed
(Quistgaard et al., 2016), which also discussed the function of
gating residues, binding of substrates, and the conformational
change observed in the updated model (Quistgaard et al., 2016).
In the past decades, many molecular biology, biochemical, and
biophysical experiments have been conducted to understand the
function of MFS transporters due to their physiological and
pharmacological significance.

Resistance nodulation division
superfamily

Resistance nodulation division (RND) superfamily members
are the most well-known efflux pump systems because of their
astonishing capability of extruding a wide range of substrates,
which includes various classes of antibiotics, such as tetracyclines,
chloramphenicol, different β-lactam antibiotics, and besides
antibiotics, several other compounds such as dyes, detergents,
metals, bacterial metabolites are also utilized as a substrate by
this pump (Munita and Arias, 2016). The only feature which is
common among these compounds is the amphiphilic nature of
the substrates utilized by this pump (Yamaguchi et al., 2015).
RND family members are part of multiprotein complexes which
are arranged within the bacteria in a way that connects the outer
membrane, periplasmic space, and the inner membrane to form
a tripartite complex; thus, the RND transporters can facilitate the
transport of compounds into these compartments by allowing them
to work in conjunction with other transmembrane transporters.
RND transporters are capable of capturing substrates not only
from the cytoplasm but also from the inner membrane’s outer
leaflets or from the periplasm (Du et al., 2015). Consequently, it has
been observed that these protein complexes are larger than several
other transmembrane proteins of bacteria, which usually range over
only a single membrane. Resistance nodulation division (RND)
family members is comprised of three components, including
(i) a periplasmic adaptor protein (PAP) (ii) an outer membrane
protein (OMP) channel, and (iii) an MFP, which connects IMP
and OMP, and are referred as a tripartite system for having three
components together to form a complex (Figure 3). The main
function of this tripartite complex is to identify and bind the
substrates found in the periplasmic space, outer leaflet of the
inner membrane, or the cytoplasm and lastly extrude or expel
outside the cell through the outer membrane channel. However,
other transporter protein functions as a single unit within the
inner membrane for transporting substrates via the membrane
bilayer (Nikaido, 2011; Du et al., 2018). Besides the participation
of efflux pumps in the development of antibiotic resistance, other
mechanisms such as alteration in drug target or inactivation
or modification of antibiotics also have a vital role in AMR
(Walsh, 2003; Blair et al., 2015; Colque et al., 2020). However,
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FIGURE 3

AcrAB-TolC a tripartite e	ux pump system containing three components together to form a complex.

it has been noticed that comparative to the single factor that
contributes to the resistance development against a particular class
or group of antibiotics, multidrug resistance (MDR) can progress
due to a reduction in bacterial membrane permeability (Nikaido,
2009) and via overexpression of the MDR efflux pump system in
both Gram-positive and Gram-negative bacteria (Nikaido, 2009;
Allen et al., 2010; Li et al., 2015). Besides being intrinsically
expressed or present, bacteria also acquire resistance by RND efflux
pumps via plasmids, etc. (Levy and Marshall, 2004; Allen et al.,
2010), and mutation is intensely associated with the significant
rise in the expression level of both intrinsic and extrinsic efflux
pump systems in the clinical strains (Blair et al., 2015). This
resulted in an increase in the expression level, which is one
of the chief reasons for MDR development (Blair et al., 2014).
In the current scenario, resistance nodulation division (RND)
superfamily members are considered among the core contributors
to MDR progress in clinical isolates (Nikaido, 1996; Blair et al.,
2014).

Besides, the ability of these RND transporters to work as a
tripartite pump in the extrusion of a wide variety of substrates
such as different classes of antibiotics, detergents (Zwama and
Yamaguchi, 2018), dyes, and various other noxious compounds
outside the cell (Du et al., 2014), the overexpression of the efflux
pump genes as a result of an increase in the transcriptional level
of the operonic genes due to mutations in their regulatory proteins
and genes (Nishino et al., 2008, 2009) has already been well studied
and established in pathogenic bacteria within clinical settings
(Oethinger et al., 1998; Nishino et al., 2008, 2009; Blair et al.,
2015; Yu et al., 2020; Salehi et al., 2021). Examples of some of the

well-studied RND efflux pump systems observed in Gram-negative
bacteria are AcrAB-TolC in E. coli and Salmonella enterica,
MexAB-OprM in Psedomonas aeruginosa, and the AdeABC system
in A. baumannii (Bhakdi et al., 1988; Nikaido, 1996; Xu et al., 2020;
Lv et al., 2021) are intensely associated with the extrusion process
of a wide range of lethal compounds. Other examples such as the
CmeABC system in Campylobacter jejuni, SmeABC in S. enterica,
and theMtrCDE efflux pump system inNeisseria gonorrhoeae, have
also been reported previously (Gilson et al., 1990; Singh et al., 2006;
Wehmeier et al., 2009; Guérin et al., 2014; Wright and Tate, 2015;
Lv et al., 2021). An important role of the RND transporter proteins,
such as MtrD, MexB, AcrB, and AdeB, within the system, is in the
substrate binding step (where the substrate may be specific) and
in the drug transportation process, which is crucial for resistance
development clinically (Delmar et al., 2014). An example is the
mutation in AcrB gene which resulted in ciprofloxacin treatment
failure (B). According to the previous literature, the transcriptional
level of the regulatory proteins belonging to the TetR family such
as AcrR (Blanco et al., 2016; Chetri et al., 2019a), MtrR (Lin et al.,
2017), CmeR (Zwama and Nishino, 2021), TtgR (Bay and Turner,
2009), MexR (Srinivasan and Rajamohan, 2013), NalC/NalD (Bay
et al., 2008), SmeT (Lytvynenko et al., 2016), and RarA belonging
to the AraC family (Chetri et al., 2018b) influences the expression
of these efflux pumps. The amino acid (AA) residues within
the efflux pump systems are very crucial and actively participate
in the substrate binding course and the substitution, or any
changes in the AA residues probably can modify the substrate
affinity (Banigan et al., 2015). Further, alteration in prominent AA
residues was demonstrated to associate with efflux pump-facilitated
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resistance toward various drugs (Padariya et al., 2018). AcrAB-
TolC, MexAB-OprM, and CmeABC are among the most well-
characterized multidrug resistant efflux pump systems belonging
to the RND superfamily and are responsible for survivability
and pathogenicity in bacteria. There are reports indicating the
co-existence of different defense mechanisms including porin
deficiencies and β-lactamase production with the overexpression of
efflux pumps in E. coli (Chetri et al., 2019a,c), but rare evidence
of insertions into penicillin-binding protein 3 (PBP3) of E. coli
affecting their activity against monobactams and cephalosporins
has already been reported (Alm et al., 2015). In carbapenem-
resistant E. coli isolates, the overexpression of the AcrAB-TolC
efflux pump simultaneously with the downregulation of OmpF
due to regulation via the MarA gene was observed (Chetri et al.,
2020). Further, for a comparative analysis study in carbapenem-
resistant E. coli isolates, the β-lactamase gene (blaNDM-1, blaCTX-
M-14, and blaCTX-M-3) were targeted and amplified (Shimizu
et al., 2017; Chetri et al., 2019b). However, a study showing the
capability of the AcrAB-TolC efflux pump system in influencing
bacterial attachment, then penetration within the host, and further
proliferation and persistence within animals has been reported
(Piddock, 2006b) previously. Besides, the role of the AcrAB-TolC
efflux pump in E. coli, AcrEF-TolC has also been reported to have a
significant role in developing resistance toward different antibiotics
(Chetri et al., 2018a).

Extensive usage of heavy metals (HME) in antimicrobials is
not an infrequent event, for example, in disinfectants, and as
a result, the RND efflux pump superfamily has developed the
ability to resist these compounds for their survivability. Further,
these RND superfamily is divided into two main categories: (i)
hydrophobic and amphiphilic (HAE)-RND family, for example,
AcrB, AcrD, AcrF, MdtC, MdtD, and YhiV, (ii) HME-RND
family, for example, CusA which utilizes Cu(I) and Ag(I) as
the most important substrate (Delmar et al., 2014), where CusA
functions as a membrane fusion protein, CusC as an outer
membrane channel protein to form a tripartite complex, the
CusCBA efflux pump system (Long et al., 2012). However, the
mechanical pathways required for the exportation of metal ions
have previously been predicted (Long et al., 2012). Further, for
survival, bacteria adapts in different ways such as efflux pump-
associated biodegradation to get rid of the harmful effects of the
lethal chemical compounds resulting from organic pollutants, for
example, in Pseudomonas Putida, the occurrence of the TtgABC
efflux pump system is responsible for conferring tolerance toward
toluene (Blanco et al., 2016). Consequently, due to pressure
exerted via overuse of antimicrobials, mutations in functional
genes occurs, which may influence various changes in the AA
residues located in the binding sites, which affect the substrate
specificity of an efflux pump, and as a result, bacteria become
less receptive toward antimicrobials, i.e., antimicrobial-resistant
phenotype significantly altering the scenario in the environmental,
clinical, and laboratory settings (Zwama and Nishino, 2021). The
genetic changes occurring in an efflux pump denote an evolutionary
adaptation within a microorganism against antimicrobials, and
it is undoubtedly complexing the entire therapeutic option
management system of pathogenic bacteria (Zwama and Nishino,
2021).

Small multidrug resistance family

Small multidrug resistance (SMR) family members utilize
proton gradient to export a wide range of antibiotics, hence
contributing toward MDR development. On the basis of the
sequence, the SMR family can be divided into two main
physiological subtypes (Kermani et al., 2020): (i) guanidinium
exporter (representative of “Gdx”) which is responsible for the
allocation of bacterial metabolites such as guanidinium ion in
exchange of two protons (Nelson et al., 2017; Kermani et al., 2018)
and (ii) quaternary ammonium compound (Qac) representative
subtype, which is responsible for the export of certain hydrophobic,
cationic, and quaternary ammonium compounds (Nelson et al.,
2017; Kermani et al., 2018). After the discovery of the first
antiseptics containing quaternary ammonium around 100 years
ago, Qac cluster proteins were found to be nearly associated
with the propagation of multidrug resistance elements (Russell,
2002; Pal et al., 2015; Gillings, 2017; Zhu et al., 2017). Several
bacteria harboring both subtypes of SMR transporter proteins were
detected. Additionally, it was observed that the two subtypes do
not interfere with each other’s physiological role, for example, Qac
protein will not participate in the transportation of guanidinium
ion (Gdm+) and likewise, the guanidinium exporter will not
involve in the export of any cationic or quaternary ammonium
compounds but will require a substrate that is having guanidine
moiety (Kermani et al., 2020). In E. coli, an example of the
most well-studied Qac transporter protein is EmrE, and also an
EmrE mutant, i.e., S64V that is having diminished conformational
exchange dynamics based on extensive NMR measurements has
been recently reported (Shcherbakov et al., 2021). SMR family
members comprise short polypeptide chains of 100–150 amino
acids and can stretch the cytoplasmic membrane as 4 TM
α-helices (Bay et al., 2008). Proteins with short hydrophilic
loops allow solubilization of a broad range of drugs, noxious
lipophilic compounds that comprise DNA intercalating agents,
lethal metabolites such as nicotine, and polyamine compounds such
as spermidine (Bay et al., 2008; Bay and Turner, 2009). There are
several reports indicating the active role of these family members
in developing resistance toward different substrates—like in A.

baumannii—AbeS transporter is found to be responsible for the
transportation of ethidium, benzalkonium, and acriflavine, which
simultaneously increases resistance toward amikacin (Lytvynenko
et al., 2016; Lin et al., 2017). Similarly, in Klebsiella pneumoniae

activation of the efflux pump system, KpnEF confers resistance
against chlorhexidine, other antiseptics, benzalkonium chloride,
etc. (Srinivasan and Rajamohan, 2013). In both P. aeruginosa

and E. coli, the role of EmrE transporter protein in recognizing
the substrates and mediating the elimination of polyaromatic
compounds has already been reported (Banigan et al., 2015;
Chetri et al., 2018b), but the Qac proteins are particularly
associated in resistance development against different antibiotics
and antiseptics (Jaglic and Cervinkova, 2012). Frequent incidences
of QacA or QacB genes in E. faecalis and S. aureus have
been observed, whereas in the case of Enterobacteriaceae and
Pseudomonas spp., the dissemination of qacE gene was more
prevalent (Jaglic and Cervinkova, 2012). SMR family members
are plasmid-encoded and can often occur on integrons (the
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mobile genetic elements [MGEs]), which influences the menace of
horizontal spread of resistance (Bay and Turner, 2009). Incidences
of QAC exposure influencing the overexpression of the efflux
pump supports the horizontal transfer of integrons or MGEs
harboring fluoroquinolone resistance determinants within Class
I intergron (QacED1) (Anandapadamanaban et al., 2016; Buffet-
Bataillon et al., 2016). The transfer of both the antibiotic-resistant
and disinfectant-resistant genes between diverse species regulates
the bactericidal effect of these lethal compounds.

Proteobacterial antimicrobial
compound e	ux family

The abundance of these efflux pump systems in proteobacteria
has provided a purpose for the naming of the family as the
proteobacterial antimicrobial compound efflux (PACE) family
(Hassan et al., 2015a). One of the well-studied transporter
proteins of the PACE family, Acinetobacter chlorhexidine efflux
(AceI) found to be responsible for developing resistance toward
different compounds and additionally, numerous homologs of
AceI conferring resistance against various biocides and mediating
transportation of fluorescent dyes, such as proflavine and
acriflavine, has been observed which differentiates this family
from other families of efflux pump (Hassan et al., 2015a).
Presently, PACE family members responsible for the extrusion
of around 10 substrates have been reported and the transporter
proteins belonging to this family are included in the Database
of Transporter Classification (Saier et al., 2016), which comes
under proteobacterial chlorhexidine efflux (CHX) family (Elbourne
et al., 2017). Transporter protein of the PACE superfamily has
been reported for the export of biocides such as acriflavine and
chlorhexidine; however, transporter AbgT having a role in the
extrusion of sulphonamides was observed. Regulators play an
important role in modulation the efflux pump systems for drug
extrusion, and the factors influencing drug resistance such as
under tetracycline exposure, TetR regulates TetB expressional
level and in case of cationic antimicrobials pressure, QacR
controls qacA expression (Grkovic et al., 2002). In bacterial
membranes, the regulators control the systems in such a way
that, when there is a requirement of efflux, and only the
expression of the efflux pump will proceed; thus, avoiding
lethal effect of overexpressed efflux pumps that are constitutively
expressing within the bacteria and saving the cellular resources
(Andersson and Levin, 1999). From a research viewpoint, the
identification of the efflux pump (EP) system recognizing the
substrates or novel factors associated with resistance or tolerance
against drugs can be analyzed through observation of the
changes occurring in their transcriptional level, and it is possible
because of the constricted regulatory control of EP genes. The
analysis of the transcriptional response of A. baumannii toward
chlorhexidine (a membrane-active biocide) revealed the role
of Acinetobacter chlorhexidine efflux protein (AceI) system in
A. baumannii (Hassan et al., 2013, 2015b). Antibiotic-resistant
strains of A. baumannii are becoming increasingly prevalent in
hospitals because they have emerged as a major cause of Gram-
negative infections.

Function and regulation mechanism of
e	ux pump

Efflux pump genes are present in all species of bacteria, and the
efflux pump encoding genes are located either on a chromosome
or a plasmid, especially in clinical cases (Piddock, 2006b; Poole,
2007). The understanding of the regulation of these efflux
pumps, finding their function, their participation in developing
resistance toward specific or multiple substrates, and their response
under different environmental conditions, all of which were very
crucial for the implementation of an accurate action plan. For a
variety of membrane transporters, alternating access mechanisms
have shown evolutionary persistence over the past few decades
(Jardetzky, 1966). During sequential conformational modifications,
a substrate-binding pocket in the middle of the transporter is
exposed to the inner cellular space, while the other exposes the
pocket to the outer cellular space through multiple conformational
changes (Raturi et al., 2021). However, the structure and catalysis
of MATE transporters underlying conformational changes are
still not clearly understood. Partly, this is due to the fact that,
particularly, two previously reported crystal structures of MATE
transporters were with an outward-facing orientation (Raturi et al.,
2021). Therefore, the MATE transporters facilitating drug/ion
coupled transportation via Na+ or H+ coupling (Lu et al., 2013a)
have already been described. The functionally diverse ABC family
members utilize ATP to export their substrates and some act
as ion channel modulators (Li et al., 2017). The structure of
the ABC family transporter consists of two domains—one with
substrate binding pocket (TMDs) and another with nucleotide-
binding domain (NBDs)—which binds and initiates hydrolysis
of ATP to stimulate the transport cycle (Dawson and Locher,
2006; Jin et al., 2012; Choudhury et al., 2014; Kodan et al., 2014;
Johnson and Chen, 2017; Verhalen et al., 2017). An “alternating
access” mechanism involved in the transportation of the substrate
has been observed based on the functional and structural data
available, in which the transportation triggers the switch in the
conformation between inward-open, occluded, and outward-open
states required for substrate transportation, and additionally, these
conformational alterations are associated with the dimerization
and dissociation of the nucleotide-binding domain-mediated via

binding and hydrolysis of ATP (Khare et al., 2009; Korkhov et al.,
2012; Woo et al., 2012). Consequently, in E. coli, the presence
of ABC transporter protein MsbA utilizing the ATPase activity
to transfer lipopolysaccharide precursor lipid A from the inner-
cytoplasmic membrane to the outer-periplasmic membrane has
been observed (Woebking et al., 2005), and as a result of its
catalytic action, this enzyme is referred to as a flippase. Further, the
cryogenic electron microscopy (cryo-EM) studies of the structural
aspects of MsbA protein helped to understand the functional
states and the visualization of the transportation route (Mi et al.,
2017). However, some ABC transporters have shown that the
MacB exhibits only outward-directed transport mechanism for the
substrate entering through the periplasmic side, and as a result,
the state of the substrate binding pocket remains in the outward
direction. The transporters have the ability to interfere with their
substrates from the outside facing binding pocket followed by
a conformational alteration coupled with ATP hydrolysis, which
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enables the reduction in the affinity toward the ligand inducing
its shifting into the exterior part (Perez et al., 2015; Locher,
2016). Similar to the ABC transporter family, the mechanism of
alternating access was also reported in MFS transporters as well
where in the course of a transport cycle the conformational switch
of the two domains within inward to outward open states has been
reported (Jardetzky, 1966). According to the data obtained from
lactose permease symporter (LacY), the conformational switch of
the alternating access mechanism is activated via induced fit from
the ligand binding and further, and the transport rate is governed
by the electrochemical proton gradients (Kaback, 2015). The
fundamental component of the model is the formation of a ternary
complex when the proton and substrate bind in an orderedmanner.
However, various MFS transporters bind in different sequences as
well, such as initiated with binding with proton, then substrate, or
with a substrate first and then proton. Additionally, it has been
observed that the transportation cycle of MFS protein generally
involves the binding (as an initial step) followed by the release
of substrate and proton, however, variations in the stoichiometric
drug–proton interconversion within family members have been
reported (Schaedler and Van Veen, 2010; Fluman et al., 2014).
Small multidrug resistance (SMR) efflux pump system utilizes
proton motive force as an energy source was previously reported
via an experiment with S. aureus Smr (Sau-Smr) conducted first
by Grinius and Goldberg in 1994 (Littlejohn et al., 1992; Grinius
and Goldberg, 1994). Moreover, this experiment revealed that an
electrochemical proton gradient was utilized as the energy source
for tetraphenylphosphonium (TPP) efflux due to the reconstitution
of Sau-Smr efflux within proteoliposomes. Further, under similar
experimental conditions, similar results were obtained for Eco-
EmrE, the SMR homolog (Yerushalmi et al., 1995, 1996). Therefore,
SMR proteins are considered a proton-dependent MDR efflux
pump system (Paulsen et al., 1996). Despite QACs, SMR proteins
are able to transport neutral and negatively charged compounds
(Jack et al., 2000; Nishino and Yamaguchi, 2001). However, previous
studies revealed that the nature of the compound has a significant
effect on the energy required for substrate transportation observed
in Eco-EmrE studies, for example, the transportation of TPP
requires movement of the charge for an active efflux besides the
transportation of methyl viologen (MV) (a lipophilic divalent
cation) (Yerushalmi et al., 1995; Rotem and Schuldiner, 2004).
Further, as a result of several structural studies of the AcrB protein
of E. coli by utilizing X-ray crystallography (Murakami et al., 2002;
Nakashima et al., 2011; Eicher et al., 2012) and cryo-EM techniques
(Du et al., 2014), the transporter protein was well-studied and
became the most expansively characterized member of RND family
(Zgurskaya, 2009; Zwama et al., 2019). Additionally, the interaction
of AcrB with a wide range of substrates, which are chemically
distinct, was analyzed to understand the poly-specificity feature
of the transporter protein (Murakami et al., 2006; Nakashima
et al., 2011; Eicher et al., 2012, 2014; Hung et al., 2013; Mousa
et al., 2016; Sjuts et al., 2016; Zwama et al., 2018). Further, the
movement of the substrates via the transporter is driven by the
conformational changes taking place within the system, which
is also revealed by the previous studies (Du et al., 2014; Blair
et al., 2015). Moreover, the understanding of the function of these
EP systems and the inhibition mediated via small molecules was

simplified with the help of molecular simulation studies (Vargiu
and Nikaido, 2012; Vargiu et al., 2018). The entire protein domains
present were defined by the initial crystal structure developed for
AcrB, which revealed that the region of transmembrane consists of
12 α-helices that anchor the inner membrane protein and supports
proton movement and is accompanied by the transportation of
the substrates and energy supply to drive translocation (Murakami
et al., 2006; Seeger et al., 2006). Further, the entry of the substrates
into the multiprotein complex is facilitated by the groove located
between 8 and 9 transmembrane helices, which provide one out
of two distinct access sites for the substrates, and the remaining
protein residue projects into periplasm which is required for
binding of the substrates and to link up with AcrA (periplasmic
protein) as well as with the outer membrane channel protein
TolC that is rooted in the outer membrane. The carrier domain
of AcrB having the ability to span periplasm consist of four
sub-domains, namely, PN1, PN2, PC1, and PC2, each of which
comprises a commonmotif pattern, namely, two β-strand–α-helix–
β-strand motif. The carrier sub-domains of all three protomers
are arranged in such a way that a central pore along with a long
channel extending through the membrane has been formed for the
translocation of the substrate (Zwama and Yamaguchi, 2018).

Further, it has been reported that a second access site for
substrate was found to be located in a cleft that formed in between
PC1 and PC2 domains. The binding of AcrA and TolC is facilitated
by the docking domains (DN andDC), which are located on the top
of the porter domain. Additionally, tight binding of the top of AcrB
with the TolC base is very essential for preventing the substrate
leakage into periplasm aided by β-strands, which are placed
antiparallel to generate a funnel-like construction. The crystal
structure initially reported by Murakami et al. (2002) revealed
the crystallized symmetrical homotrimeric structure without any
bound ligand and explained the entire structural design of AcrB.
According to three consequent studies published in 2006, it has
been first reported that the establishment of an AcrB complex
with various ligands that demonstrated the adoption of diverse
conformations by each of the three protomers resulted in an
asymmetrical homotrimeric structure assembly (Murakami et al.,
2006; Seeger et al., 2006; Su et al., 2006), which has been indicated
to be an active state. Therefore, under these circumstances, three
different conformations have been well-defined as follows: (i) loose
(L) that is mainly associated with the access for the substrates, (ii)
tight (T) that is linked with the binding course, and (iii) open (O)
state coupled with the extrusion conformation (Seeger et al., 2009;
Nikaido, 2011; Eicher et al., 2012). As the substrates move over
the protein, the monomer rotates between L, T, and O and returns
back to L, and this “L conformer” which is accessible for substrate
binding is also recognized as the resting state (Murakami et al.,
2006; Seeger et al., 2006; Nakashima et al., 2011). First, the substrate
enters into AcrB during the unliganded L state either from the
periplasm or inner membrane envelope via one of the two defined
entry sites, which are then released into a proximal binding pocket
(PBP). Additionally, as a result of the movement of substrates via
AcrB in the direction of the distal binding pocket (DBP), which
is situated deep in the carrier domain, a conformational alteration
toward the T state assisting the transfer of the substrate from the
central pore of AcrB toward TolC entrance has been observed.
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Subsequently, the ejection of the substrate from AcrB into TolC
occurs via the rotating functional mechanism, which involves the
protein transitional step, i.e., from state T to state O (Murakami
et al., 2006; Seeger et al., 2006). Under that situation, state O which
indicates an open state, a channel which is generated for substrate
extrusion from AcrB to TolC and during the transportation of
substrate, and several compressions and hindrances occurred inside
the porter domain which facilitated the transportation of substrate
in a unidirectional way toward central funnel referred as “peristaltic
pump mechanism” (Seeger et al., 2006, 2008; Pos, 2009). In
AcrB, the substrate entry via the two primary sites, primarily, via
the proximal binding pocket (PBP) and then toward the distal
binding pocket (DBP), plays an important role in defining the
poly-specificity feature of the transporter.

However, in the case of hydrophobic substrates which are
separated in the inner membrane’s outer leaflet can enter through
the TMD, containing hydrophobic grooves and are well defined
as TM8 and TM9 (Murakami et al., 2006; Pos, 2009). Thereafter,
tunnel 1 is formed which then elongates from the periplasmic
membrane plane at the end of the TM8/TM9 groove till it links
the proximal binding pocket (PBP) 2. However, comparatively,
the entry of compounds confined to periplasm occurs via another
site placed within the porter domains PC1 and PC2, ∼15 Å on
top of the membrane plane, leads toward tunnel 2, which further
elongates in the direction of the protein center (Eicher et al., 2012).
Finally, after linking tunnels 1 and 2, it leads toward a distal binding
pocket located deep within AcrB protein, where the presence of
a glycine-rich switch loop that is proposed to contribute to the
unidirectional movement of the substrates further facilitates the
separation of distal and proximal binding pockets (Eicher et al.,
2012; Zwama et al., 2018; Tam et al., 2020). As per the previous
AcrB structural studies, the high molecular mass drugs, such as
erythromycin and rifampicin, co-crystallize within the proximal
binding pocket; however, the distal binding pockets are found
to be responsible for holding both the low and high molecular
mass drugs such as minocycline, doxorubicin, and neopentyl glycol
derivative C7NG (Nakashima et al., 2011; Ababou and Koronakis,
2016; Sakurai et al., 2019). AcrB in E. coli and MexB homolog in P.

aeruginosa and have similar structures and substrate-binding sites;
therefore, both have similarities in a broad substrate specificity as
well. Distal binding pocket (DBP) is a huge chamber surrounded
by hydrophobic phenylalanine (Phe) residues and polar residues
(Vargiu et al., 2018); further, the side chains present on these
hydrophobic residues interact with the substrates through Pi–Pi
stacking and van der Waals interaction, and on the contrary,
polar residues interact via H-bonding. There are several pieces of
evidence supporting themanifestation of broad substrate specificity
of the pump as demonstrated by the different binding positions
adopted by minocycline and doxorubicin. Moreover, according to
previous structural studies, the role of a switch loop containing
Gln 616–Gly 619 in regulating substrate’s entrance into the distal
binding pocket (Vargiu et al., 2018) and also in functioning as a
barrier to separate the distal binding pocket from proximal pocket
has been observed. Additionally, it has been suggested that physical
contact between the substrate with the switch loop is essential
for the translocation of the substrate before leaving the proximal
binding pocket, and the movement instigated via the flexible loop
facilitated the transportation of the substrates deep inside the

distal binding site; however, without passing through the loop, the
extrusion of the substrates via TolC is not possible (Nakashima
et al., 2011; Eicher et al., 2012; Vargiu and Nikaido, 2012; Jamshidi
et al., 2018). Immediately, after the binding of the substrate into the
distal binding pocket occurs, it leads to a conformational change in
the protein from state T to O and subsequently, the disintegration
of tunnels 1 and 2 because of a transition of the coil to helix at N-
terminal end of TM8 and extensive reorientation of carrier domains
has been noticed (Zwama et al., 2017). Furthermore, for substrate
transportation, a third tunnel that directs the substrates from AcrB
on the way to TolC for extrusion is created in the state O (Eicher
et al., 2012). Besides AcrB, the role of AcrA is also very crucial as
repacking of AcrA helps to inhibit the leaking of the substrate into
the periplasm via closing the cavities that exist inside the pump,
and further, the changes arising in AcrA which result into the
opening of the closed base of TolC are obviously initiated via the
ligand binding phase due to the conformational changes occurring
in AcrB. In addition, if the assemblage is exposed to the periplasm,
it will restrict the opening of the TolC channel and the absence of
any substrate inside a pump or extrusion of a substrate facilitates
the conformational changes in AcrB from the drug transportation
state to the resting state L (Wang Y. et al., 2017; Wang Z. et al.,
2017). According to the aforementioned discussion regarding the
homotrimeric symmetrical structure of AcrB which crystallizes
immediately and forms substrate or inhibitor bound protein co-
complexes because of their flexibility and multiple binding site
mechanisms of AcrB, the movement for transportation of the
substrates driven viamultiple structural changes has been observed
(Sakurai et al., 2019). A well-organized protein crystal required
for the investigation of x-ray diffraction patterns can be difficult
to grow when either of these processes is involved. However,
currently, a number of compound-bounded AcrB structural studies
have been carried out, which facilitated our understanding of
the molecular foundation of inhibition (Murakami et al., 2006;
Sennhauser et al., 2009; Nakashima et al., 2011, 2013; Eicher et al.,
2012; Sjuts et al., 2016; Wang Y. et al., 2017; Wang Z. et al., 2017).
Distal binding pockets (DBP) contain two characteristics crucial
to inhibitor binding: (i) channels that translocate hydrophilic
substrates and bind multiple drugs and (ii) a hydrophobic catcher
that is located proximate to the distal binding pocket that divides
this channel, which gives more attention to AcrB targeted small
molecule inhibitors designing.

E	ux pumps influencing biofilm
foundation and quorum sensing

Besides the contribution of efflux pumps in the development
of antibiotic resistance, some other mechanisms such as biofilm
formation, which is clearly a community of microbes affixed to
a surface, also contribute to the progress of bacterial resistance
and tolerance; additionally, it has been suggested that the efflux
pump system has the capability to influence the function of
biofilm either directly or indirectly (Hall and Mah, 2017; Alav
et al., 2018). In A. baumannii, biofilm formation is inhibited due
to tigecycline exposure in sub-inhibitory concentration via the
downregulation of the adeG gene encoding for efflux pumps (Chen
et al., 2017). Quorum sensing (QS) is a network that is generated
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within cells to encourage mutual communication at the cellular
level, and the utilization of signal transduction for participation
in activities occurring inside bacteria has already been observed.
The association between biofilm andQS improves bacterial viability
in response to different variations in environmental signals. As
an example, the ejection of acylated homoserine lactone (AHL)
via the efflux pump system MexAB-OprM in P. aeruginosa is
maintained by the QS contribution and overexpression of the
efflux pump, which ultimately resulted in the release of QS signals
(Piddock, 2006b). According to the available literature, it has been
assumed that the bacterial QS mechanism is restricted if inhibitors
hinder the efflux pump activity (Gupta et al., 2017). Similarly, in
S. aureus, the inhibition of the NorA efflux pump activity due
to the presence of an appropriate concentration of efflux pump
inhibitor has also been described in a previous study (Sabatini
et al., 2017). Additionally, the role of efflux pump systems in
facilitating the pathogens in adapting to the harsh environment
present within a mature biofilm, which involves response against
envelope stress in maintaining the membrane rigidity and in
conferring resistance toward high osmotic stress (Robin et al.,
2022), such as the essential role played by the MacAB-TolC
efflux pump in biofilm formation (Robin et al., 2022), has been
reported. Pmt and AbaF are the two well-known MFS transporter
proteins found in A. baumannii, which play an important role
in the formation of biofilms such as Pmt in extracellular DNA
extrusion and active participation of AbaF in emancipating biofilm
materials (Pasqua et al., 2021). There is evidence indicating
variations in bacterial membrane influencing the functioning of
biofilm formationmediated via differentMDR efflux pump systems
belonging to the RND family (Yoon et al., 2016), as shown in
A. baumannii, where the inhibition of adeAB gene expression or
deletion resulting in reduced expression or hindrance of biofilm
and QS systems have been described earlier (Richmond et al., 2016;
Dou et al., 2017). A previous study proposed the incidence of a
positive association between mRNA levels of efflux pump genes
and biofilm formation, which can be influenced by the MIC levels
of antibiotics such as polymyxin B or colistin (Sato et al., 2018).
For example, MexGHI, an efflux pump system recognized in P.

aerugiosa responsible for phenazine transportation, plays a crucial
role in biofilm morphogenesis (Sakhtah et al., 2016). Similarly,
the QS system also has a similar correlation with the efflux pump
system (Liang et al., 2016). Additionally, a study evidenced the
mutation in mexI, an efflux pump gene of P. aeruginosa,mediating
the loss and reduced expression of quorum sensing molecules or
virulence factors (Wolloscheck et al., 2018). The role of ATP-
binding cassette (ABC) type efflux pump systems in conferring
resistance toward antifungal agents that are used against fungi,
mostly Candida species, is well known and their involvement in
QS molecules secretion and influential capability toward biofilm
formation is found to be similar to that of RND family members
(Cannon and Holmes, 2015).

Role of e	ux pump inhibitors toward
antimicrobial resistance

Efflux pumps largely contribute toward multidrug resistance,
both intrinsic and extrinsic in bacteria; therefore, the active

participation of efflux pump inhibitors (EPIs) have a potential
impact in preventing antimicrobial resistance globally. A significant
challenge in the discovery of EPI has been its highly hydrophobic
nature and the substrate-binding poly-specific site for the target.
However, the primary studies on the x-ray crystal structures
of different compounds such as pyranopyridine (Sjuts et al.,
2016) and pyridopyrimidine (Nakashima et al., 2013) (Table 1)
revealed that the EPIs bound to different efflux pumps of RND
family of P. aeruginosa and E. coli have helped to facilitate the
rapid advancement in our understanding of different mechanisms
involved and the binding interactions of these EPIs. Moreover, a
strong binding interface between the Phe-abundant hydrophobic
trap and the inhibitor D13-9001 participates in inhibiting the
conformational change from state L to T and further hinders the
functional rotation mechanism. Further, it has been suggested that
the entry of the substrates into the binding cleft situated between
the domains PC1 and PC2 is blocked by the hydrophilic moiety
existing on the inhibitor D13-9001. Phe 178 is an imperative amino
acid that exists in the hydrophobic trap, which plays a vital role in
the binding of inhibitors with the aromatic substrates via utilizing
π-π stacking (Nakashima et al., 2013; Sjuts et al., 2016), and it
has been reported that, by applying a structure-guided design
for an effective inhibitors development, the hydrophobic trap
discovery has a major role (Aron and Opperman, 2018). As these
efflux pumps are considered excellent targets for antimicrobial
combination treatment, facilitating the usage of synthetic (Table 1)
or plant-based (Table 2) efflux pump inhibitors (EPIs) to support
antimicrobial therapeutic options toward bacterial infections
(Opperman and Nguyen, 2015; Alibert et al., 2017). There are
several effective approaches to restrict or avoid the activity of an
active efflux pump system found in bacteria such as decreasing
the antibiotic binding affinity toward transporters via chemical
structural modification of the drug, escalating the OM permeability
to increase the drug concentration within cell, knocking out or
impeding the efflux pump associated genes, and disrupting the
supply of ATP or via designing compounds which have the
capability to compete with the antimicrobial agents for active sites
for their action to obstruct the efflux pump activity (Jamshidi
et al., 2016). Additionally, approaches such as computational
analysis or artificial abstraction from plants were utilized for the
detection of numerous inhibitors active against both Gram-positive
and Gram-negative bacteria. Researchers working on screening
different natural EP inhibitor compounds via utilizing high-
throughputmethods have observed a natural compound referred to
as Terminalia chebula, which is isolated from an Indian medicinal
plant, having the ability to abolish the binding of ligands with Na+,
which resulted in a change in the conformation of the transporter
protein NorM found in N. gonorrhea to closed state (Kesherwani
et al., 2017). In E. coli, P. aeruginosa, and A. baumannii, one of the
most widely studied efflux pump inhibitors of AcrB, phenylalanyl-
arginine-β-naphthylamide (PAβN), is recognized for its ability to
bind with the hydrophobic pocket located within AcrB, further
inhibiting the drug extrusion activity (Lomovskaya et al., 2001;
Ribera et al., 2002; Kinana et al., 2016). However, few other
EPIs (MBX inhibitors) having the ability to bind strongly to
AcrB have also been reported (Sjuts et al., 2016). Additionally,
this inhibitor can be combined with a secondary metabolite, i.e.,
carolacton produced by mycobacteria, which can be utilized as a
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TABLE 1 Examples of synthetic e	ux pump inhibitors (EPIs) having inhibitory action against Gram-negative bacteria.

S.
No

E	ux pump
inhibitor (EPI) types

E	ux pump substrate (s) E�ective against
bacteria

References

1 Peptidomimetics Chloramphenicol, fluoroquinolones,
macrolides, carbapenem, tetracyclines

E. coli, P. aeruginosa, K.

pneumoniae, S. enterica,

Campylobacter spp., E.
aerogenes, A. baumanii

Renau et al., 1999; Malléa et al., 2002;
Mamelli et al., 2003; Lomovskaya and
Bostian, 2006; Cortez-Cordova and Kumar,
2011; Vera-Leiva et al., 2018

2 Quinoline derivatives Chloramphenicol, tetracycline,
norfloxacin

E. aerogenes, K. pneumoniae Chevalier et al., 2001; Gallo et al., 2003;
Malléa et al., 2003; Ghisalberti et al., 2006;
Mahamoud et al., 2006

3 Trimethoprim Chloramphenicol, tetracycline,
ciprofloxacin, erythromycin

Enterobacteriaceae, P.

aeruginosa

Piddock et al., 2010

4 Aminoglycoside analogs Tetracycline, gentamicin H. influenza Van Bambeke and Lee, 2006

5 Microbial EPIs Levofloxacin P. aeruginosa Lee et al., 2001

6 Arylpiperazines Chloramphenicol, tetracyclines,
fluoroquinolones, macrolides, linezolid

A. baumanii, P. aeruginosa, C.

jejuni Enterobacteriaceae

Bohnert and Kern, 2005; Kern et al., 2006;
Pannek et al., 2006; Schumacher et al., 2006;
Kurinčič et al., 2012; Sonnet et al., 2012

7 Indole derivatives Chloramphenicol, erythromycin,
ciprofloxacin, tetracycline

E. coli Zeng et al., 2010

8 sRNA and antisense
oligonucleotides

Ciprofloxacin, erythromycin E. coli, C. jejuni Van Bambeke and Lee, 2006; Mu et al., 2013

9 Arylpiperidines Linezolid E. coli Thorarensen et al., 2001

10 Substituted polyamines Unknown H. influenza Mahmood et al., 2016

11 Hydantoins Chloramphenicol, nalidixic acid,
sparfloxacin, doxycycline, erythromycin

E. coli, E. aerogenes Handzlik et al., 2011; Otreebska-Machaj et al.,
2016

12 Epinephrine Chloramphenicol, tetracycline,
ciprofloxacin, erythromycin

Enterobacteriaceae, P.
aeruginosa

Piddock et al., 2010

13 Antibiotic analogs,
tetracycline analogs

Tetracyclines E. coli Nelson et al., 1993, 1994

14 Quinazoline derivatives Chloramphenicol, nalidixic acid,
sparfloxacin

E. aerogenes, P. aeruginosa Chevalier et al., 2010

15 Pyranopyridines Fluoroquinolones, piperacillin Enterobacteriaceae Opperman et al., 2014; Vargiu et al., 2014;
Aron and Opperman, 2016; Sjuts et al., 2016

16 Phenothiazines Chloramphenicol, tetracyclines,
nalidixic acid, levofloxacin, triclosan,
erythromycin, aminoglycosides

E. coli, S. enterica, B.

pseudomallei

Chan et al., 2007; Bailey et al., 2008; Martins
et al., 2008

17 Serum compounds Minocycline, ciprofloxacin A. baumanii, P. aeruginosa Blanchard et al., 2014

18 Antibiotics globomycin Chloramphenicol, norfloxacin E. aerogenes Malléa et al., 2002

19 Fluoroquinolone analogs Fluoroquinolones, macrolides E. coli, P. aeruginosa Van Bambeke and Lee, 2006

20 Pyridopyrimidines Fluoroquinolones, B-lactams P. aeruginosa Yoshida et al., 2006, 2007

21 Naphthamides Chloramphenicol,
tetraphenylphosphonium, erythromycin

E. coli Wang Y. et al., 2017; Wang Z. et al., 2017;
Wang et al., 2018

potential therapeutic option against pathogens over-expressing the
AcrAB-TolC efflux pump system (Donner et al., 2017). Another
example of EPIs is tannic acid, which inhibits the multidrug
efflux pump systems, such as Tet and Msr (Tintino et al., 2017),
and is well studied in S. aureus. Tannic acid has also been
reported to reduce the MIC levels of different antibiotics such as
erythromycin and tetracycline significantly (Tintino et al., 2017).
However, in clinical settings, the usage of an antibiotic along
with an efflux pump inhibitor (EPI) as combination therapy is a
potential challenge that depends upon the internal permeability
characteristics of the bacterial outer membrane. Further, in a

study done by Yang et al. (2017) the use of combination therapy
against multidrug-resistant P. aeruginosa comprising tobramycin
and EPI (NMP, paroxetine, or DBP) encourages the binding of
EPI with tetracycline; additionally, the response of the combination
of tobramycin plus EPI along with rifampicin, fluoroquinolone,
and fosfomycin was also analyzed, which revealed that they
exert a robust effect cooperatively upon the bacteria, which
resulted into reduction in the MIC80 level against these antibiotics
(Yang et al., 2018). Another example of combination therapy
containing levofloxacin and EPI (trimethoprim and sertraline)
used against P. aeruginosa harboring the MexAB-OprM efflux
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TABLE 2 List of plant-derived e	ux pump inhibitors (EPIs) having inhibitory action toward Gram-negative bacteria.

Plant Compound extracted E�ective against References

Ipomoea muricata Lysergol E. coli Maurya et al., 2013

Glycine max Daidzein E. coli Dwivedi et al., 2015

Baccharoides adoensis, Callistemon

citrinus

Ethanolic extract Pseudomonas aeruginosa Chitemerere and Mukanganyama, 2014

Larrea tridentata Nordihydroguaretic acid E. coli Ohene-Agyei et al., 2014

Lithospermum erythrorhizon Shikonin

Plumbagin Plumbago indica

Digitalis lanata Lanatoside C E. coli, Pseudomonas

aeruginosa

Aparna et al., 2014

Acer saccharum Phenolic-rich maple syrup extracts
(PRMSE)

E. coli, Proteus mirabilis,

Pseudomonas aeruginosa

Maisuria et al., 2015

Ammannia spp. 4-Hydroxy-alpha-tetralone+
semisynthetic derivatives

E. coli Dwivedi et al., 2014

Eucalyptus tereticornis Ursolic acid E. coli Dwivedi et al., 2015

Berveris bulgaris Berberine, palmatine Pseudomonas aeruginosa Aghayan et al., 2017

Holarrhena antidysenterica Conessine Siriyong et al., 2017

pump system showed a progressive advantage over monotherapy
(using levofloxacin alone) (Adamson et al., 2015). Similar research
conducted by Prasch and Bucar (2015) has also validated that
a reduction in the antibiotic dose was observed when the
combination therapy comprising EPI inhibitor and antibiotics was
co-administered. Besides the aforementioned EPIs, several plant-
based EPIs, have also been investigated, and above 20 different
EPIs derived from plants have been reported based on their
extraction mechanisms (Garvey et al., 2011b; Shiu et al., 2013).
Additionally, vegetable-derived compounds, such as artesunate,
berberine (Table 2), and curcumin, have also been reported to have
the ability to inhibit EP activity in E. coli and P. aeruginosa, besides
their anti-inflammatory and antibacterial activities (Li et al., 2011;
Negi et al., 2014; Laudadio et al., 2019). Different food items such as
vegetables, including Momoedica balsamina, spices, such as cumin
and pepper, and oils extracted from aromatic plants are known
for being an exceptional source of EPIs (Karumathil et al., 2018;
Li et al., 2019; Tariq et al., 2019; Solnier et al., 2020; Muniz et al.,
2021); further, the application of flavonoids such as flavonolignans
in combating MDR via inhibiting efflux pump systems have been
described previously (Chambers et al., 2019).

However, incidences of another resistance mechanism
associated with membrane-embedded MDR efflux pumps
which can extrude a wide range of noxious compounds such
as antibiotics, dyes, and biocides have been reported (Mitchell
et al., 2019; Jesin et al., 2020), which can be a promising novel
approach for tackling the increasing risk of antibiotic-resistant
bacteria. Based on previous studies, all the bacterial species
possess MDR efflux pumps, conferring intrinsic resistance against
antibiotics (Bay and Turner, 2009), and six different superfamilies
of efflux pumps have already been reported, but mostly, the
small multidrug resistance efflux pump family was studied
extensively (Sun et al., 2014). In hospitals, the commonly used
disinfectants, the quaternary ammonium compounds (QACs),

toxic compounds such as ethidium bromide, and many other
compounds such as biocides, cetyltrimethylammonium bromide
(CTAB), and benzalkonium chloride (BZK) are utilized as a
substrate for acquiring energy by the SMRs family members
(Bay et al., 2008). A study by Kadry et al. (2017) revealed the
existence of a strong correlation between the gene encoding
SMR protein with the enhanced level of resistance toward
compounds such as benzalkonium chloride in clinical isolates of
P. aeruginosa.

Conclusions

In this review study, we have discussed the important role
played by efflux pump family members in developing resistance
against single or multiple antibiotics as well as against various
compounds other than the antimicrobial agents including heavy
metals, preservatives, and toxins. Apart from different classes
of antibiotics, efflux pumps also provide resistance against
disinfectants and virulence factors and even develop cross-
resistance against other different noxious compounds, which
further leads to the development of a multidrug-resistant
phenotype. The working mechanism along with the regulation
of an efflux pump system is an intricate process that actively
participates in different biological processes in bacteria such as
biofilm formation, quorum sensing, and adhesion of bacteria to
host, and their progressive multiplication have been highlighted
in this review. This review further highlights the importance
of the discovery of novel EPIs, which should be plant-based,
safe, and non-toxic, and many efflux pump inhibitors that
are under clinical trial as well. Efflux pump inhibitors derived
from plants are of great importance and are studied widely
presently. However, the variations in function and regulatory
mechanisms of the efflux pump systems along with the progress
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and utilization of a variety of efflux pump inhibitors still need
further exploration. According to the progressive research work,
it has been suggested that TetR family members can be studied
further for the discovery of antibiotic residues associated with
multidrug resistance. In addition to the role of the aforementioned
active regulatory proteins, some other proteins with an ability
to identify single or multiple substrates and specific substrate-
binding domains that can be utilized to identify antibiotic residues
involved in substrate binding have been reported earlier. Therefore,
other than the TetR regulatory protein, the detection of residues
of antibiotics and transcriptional regulatory protein requires
the utilization of efflux pump concomitant genes. Additionally,
the proteins with a high substrate binding specificity toward
diverse antimicrobials with more appropriate features are very
demanding. Moreover, this review discussed the association of
the expressional levels of efflux pump systems with various other
defense mechanisms such as biofilm formation and quorum
sensing, which provides novel insights for expanding the extent
of fundamental research. In this article, we provided an overview
of efflux genes and significant transporters indicating an area
which requires persistent exploration to provide supervision for
clinical practices.
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ABSTRACT 

  

In this classical lifestyle, people are mostly affected by various diseases. The 2:3 ratios of 

men and women are affected by diabetics because of food habits. Currently, it is necessary to 

identify the particular compounds for diabetics. Type 2 diabetes mellitus is a multi factorial, 

multi systemic chronic disorder characterized by insufficient insulin secretion. S. potatorum 

seeds have long been utilized in traditional medicine to treat a variety of non-communicable 

disorders, including diabetes. S. potatorum is a widely utilized plant used in ayurvedic 

medicine. The seeds of S. potatorum are utilized in the treatment of diabetics and it contains 

numerous bio-active compounds such as alkaloids, which have valuable outcomes for the 

treatment of patients with various sicknesses in India. In this present study, an effort will be 

made to confirm the presence of anti-diabetic compound in the ethanolic extract of S. 

potatorum by using TLC and GC-MS. Molecular docking will be done with the activated 

protein kinase (6YYE & 6Y6C) & GC-MS results of the S. potatorum compounds. PyRx 

software will be used for docking studies. The anti-oxidant and the anti-bacterial activity of 

the ethanol extract also done for identifying the anti-diabetic compounds.  

 

Keywords: Diabetics, Strychnos potatorum, molecular docking. 
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1. INTRODUCTION  

In the next ten years, diabetes will become a major threat. Diabetes mellitus affects at least 30 

million people around the world at any given time. Diabetes is one of the most common 

diseases, afflicting millions of individuals worldwide. The problem is expected to worsen in 

the coming year as a result of food addiction and the prevalence of sedentary lifestyles in 

India. While diabetes is not the most lethal disease, it is a main cause of adult blindness, 

kidney failure, neuropathy, heart attacks, and strokes. Long-term headaches, abnormal insulin 

and glucagon secretions, massive disruptions in carbohydrate, protein, and lipid metabolism, 

thickening of capillary basement membrane via the main frame to Microangiopathy and 

macroangiopathy, and thickening of capillary basement membrane via the main frame to 

Microangiopathy and macroangiopathy, and thickening of capillary basement membrane via 

the main frame to Microangiopathy and macroangiopathy, and thickening of capillary The 

eye, kidney failure, and the circulatory system will all be affected by abnormal secretions and 

insulin and glucagon actions [1] 

There are two forms of diabetes: type 1 and type 2. Diabetes insipidus is a condition in which 

the urine has a low specific gravity and contains a large quantity of ADH deficiency. A 

tumour in the posterior pituitary is generally to blame, however it can also be idiopathic. 

Diabetes mellitus is a metabolic disorder marked by a high blood glucose level. It's not a 

matter of not having enough insulin or having insulin that isn't working properly. There are 

two forms of diabetes. One is insulin-dependent diabetes mellitus, whereas the other is 

insulin-independent diabetes mellitus. 

At this time, there is no drug that can completely cure diabetes. Diabetes can be managed by 

following a healthy diet and exercising on a regular basis. The use of hypoglycemic tablets 

relieves the headaches associated with diabetes, which is a critical and life-saving situation. 

These, on the other hand, aren't therapeutic and have a slew of negative side effects. As a 

result, in recent years, searching for anti-diabetic energy components in plants has become 

more essential [2].  

Strychonos potatorum Linn (Loganiaceae), also known as katakam in Ayurveda and 

Tettankottai in Tamil. It's a little tree that grows in India's southern and central regions, as 

well as Sri Lanka and Burma. Emetic, diaphoretic, and alexiteric, with inflammation, 

anaemia, jaundice, and biliousness as therapeutic options, the ripe fruit is emetic, diaphoretic, 

and alexiteric [3]. S. potatorum seed is used as a stomachic demulcent emetic and for acute 

diarrhoea, diabetes, gonorrhoea, and eye problems such as conjunctivitis, lachrymation, or copious 

watery eyes. Since the Rigveda (5600 BC), where over 67 medical works were documented, 

medicinal plants have played a significant role in Indian culture [4]. Traditional medications are used 

by 80 percent of the world's 4 billion people due to high costs, a lack of viable therapies, and 

personal preferences [5]. India is one among the world's 12 biodiversity hotspots, with more than 

half of advanced shops having medicinal potential. Traditional societies are thought to use over 7500 

species, with about factories having good therapeutic potential [6]. 

The present study aims at identifying the pharmacological compounds of Strychnos 

potatorum, which is effective against diabetics through the phytochemical screening, TLC 

(thin layer chromatography) & Molecular Docking using the GC-MS result by PyRx 

software. Antimicrobial activity and antioxidant activity will be checked by using bacterial 

culture. 
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2. METHODOLOGY 

The seeds of S.potatorum seed were collected from local market, Ramanathapuram, 

Tamilnadu, India and the transported seeds are crushed with mortar and pestle the powder is 

stored in the laboratory for the further research. Fresh crushed seeds of S. potatorum10 g was 

taken and dissolved in 100 ml of ethanol. The solution was stirred in the magnetic stirrer for 

30 minutes. Then the extract was filtered in the Whatman no:1filterpaper and then stored in 

the room temperature for the further research. 

Thin layer chromatography techniques performed to purify substance present in S. potatorum 

seed extracts partially. Antibacterial activity of S. Potatorum was tested against pathogenic 

bacteria such as Escherichia coli. The antibacterial activity of ethanol extract utilising S. 

Potatorum seed extract was investigated on nutritional agar using the disc diffusion method. 

Test pathogens were spread on nutritional agar for bacteria test plates using sterile swabs. 

Before being placed on the agar plate's surface, the disc was dipped in the sample. To see if 

there was a zone of inhibition, the test plates were incubated for 24 hours. 

 

Total Antioxidant Capacity assay: According to the procedure, the total antioxidant 

capacity of the sample extract was determined using the phosphomolybdenum method. A 

sample of 5 to 10 grammes was obtained, and extraction was carried out with the appropriate 

solvent.0.3 mL of extract was combined with 3 mL of reagent solution (0.6 M sulfuric acid, 

28 mM sodium phosphate and 4 mM ammonium molybdate). In tubes, the reaction solution 

was incubated at 95°C for 90 minutes. The absorbance of the solution was measured at 695 

nm using a UV-VIS spectrophotometer against a blank after cooling to room temperature. In 

place of extract, 0.3 mL of solvent was utilised as a control.In gram equivalents of ascorbic 

acid, the overall antioxidant activity is evaluated. The calibration curve has finally reached its 

conclusion. Ascorbic acid (1000, 500, 250, 125, 62.5, and 31.25 g/mL) was mixed with 

solvent to create the calibration curve. 

 

GC-MS analysis: Qualitative and quantitative analysis of phytochemicals can be done using 

Gas Chromatography Mass Spectroscopy (GCMS). GCMS can be applied to solid, liquid and 

gaseous samples. First the samples are converted into gaseous state then analysis is carried 

out on the basis of mass to charge ratio [7]. 

The ethanolic extract of S. potatorum seeds was GC-MS analysed using an Agilent GC 7890 

with a triple axis 5975 MS detector. Agilient HP-5MS (30m x 250m x 0.25m) was the 

capillary, which was made up of 5% phenyl methyl silox. The initial oven temperature was 

55 C for 0 minutes, then 10/C min up to 200 C for 0 minutes, then 5C/min up to 260 C for 5 

minutes of hold time. The injector had a 10 litre capacity. The source temperature was 250°C 

(maximum 300°C), the quad temperature was 150°C (maximum 200°C), and the solvent 

delay period was 3 minutes. The NIST search library was used to identify compounds based 

on their RT values and mass spectra.The obtained compounds were searched for detailed 

pharmacological activities. 

 

Docking studies of s. Potatorum compounds with 6yye &6y6c protein: Totally 66 

bioactive compound which are belongs to S.potatorum, obtained by theliterature study. Those 
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compounds were revealed by the GC-MS analysis. The crystal of 6YYE &6Y6Cprotein 

structure was retrieved from Protein Data Bank RCSBPDB 

(http://www.rcsb.org/pdb/home/home.do)Then the PDB format of protein was subjectedfor 

docking studies. 

 

Molecular docking: Sixty six ligands were used against the protein 6YYE &6Y6C. These 

compounds have been studied. Protein and ligands were converted into special file format 

PDBQT. Ligand preparation included the following steps (i) addition of hydrogen atoms, 

(ii)neutralization of the charge groups and (iii) removal of any miscellaneous structures from 

the ligand. Prepared and optimized structures of ligands were used for docking simulation. 

Grid values for protein the grid point set at 80 x 60 x 95. Before starting the docking study, 

Vina wizard software was used to perform molecular docking in PyRx virtual screening tool. 

Discovery studio visualizer I was used to examine the docking poses of the complexes [8]. 

 

 Lipinski’s rule: Lipinski’s rule of 5 was developed by Christopher A. Lipinski in 1997, this 

rule wasalso called as Pfizer’s rule of five or simply the rule of five (R05). This rule was 

developed toset “draggability” guidelines. In the drug discovery setting, the rule of 5 predicts 

that poorphysiochemical and structural properties within certain ranges [9]. 

 

3. RESULTS AND DISCUSSION 

Phytochemicals in medicinal plants have been reported to be the active principles responsible 

for the pharmacological potentials of plants [10]. Preliminary phytochemical analysis of 

ethanol extracts of S. Potatorumindicated the presence of certain metabolites in a different 

manner (Table 1). Reports were revealed the identification of major chemical constituents 

such as alkaloids, protein, coumarin, carbocyclic acid, fixed oils, fats, carbohydrate, gums 

and mucilages and rest of the metabolites were absent such as Phenolics, flavonoids, 

quinones, anthraquinone, phlobatannin, glycosides, amino acids, and cardiac glycosides. 

Table 1: Phytochemical analysis of S.potatorum 

S.No Phytochemical test Results 

1 Alkaloids + 

2 Phenols - 

3 Coumarins  + 

4 Terpenoids  - 

5 Quinones  - 

6 Anthraquinones - 

7 Tannins - 

8 Phlobatannins - 

9 Carbohydrates + 

10 Glycosides - 

11 Cardiac glycosides - 

12 Proteins + 

13 Aminoacids - 

14 Steroids - 
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15 Phytosteroids - 

16 Saponins   - 

17 Acids  - 

18 Carbocyclic acids + 

19 Fixed oils + 

20 Fats - 

 

The presence of alkaloids, protein, coumarin, carbocyclic acid, fixed oils, 

fats,carbohydrate,gums and mucilages. Compare to my results, Flavonoids, carbohydrates, 

and titerpenes were discovered in chloroform extract, carbohydrate in ethyl acetate extract, 

glycosides, flavonoids, saponin, carbohydrate, proteins, amino acids, and diterpenes in 

ethanol extract [11]. 

The ethanolic extract of the S.Potatorum seeds was used to done the TLC. The result of the 

TLC place is given table 2.  

 

Table 2: TLC analysis of S.potatorum 

 

Sample 

RF VALUE 

 

 

S.Potatorum seed ethanol extract 

0.1538 

0.0473 

0.3846 

0.4615 

0.5384 

 

Tannin and flavonoids are present. compare to my results, The approach was used to separate 

the lipids on silica gel plates. The lipid-containing portions of the gel were agitated with 1 to 

9 ml dichromate reagent, 2.5 g K2Cr2O7 in 1 litre 36 N H2SO4, and the solutions were 

boiled in boiling water for 45 minutes. The absorbance was measured at 350 m after chilling 

and centrifuging 0.5 ml supernatant solution with 20 ml water. It is possible to estimate as 

little as 15 g of lipid. The presence of phenolic components was detected in the test sample 

based on the Rf value [12]. 

The ethanol extracts of Strychnos potatorum showed antibacterial activity against pathogenic 

gram positive, gram negative, and acid-fast bacteria. S. potatorum seed ethanol extract 

showed maximum antibacterial activity against Escherichia Coli. Compare with current 

results [13] examined the antimicrobial activity in the alkaloid fractions of seeds of Strychnos 

potatorum which exhibited considerable activity against the tested bacteria and fungi. 

Inhibition of gram-positive bacterium Staphylococcus aureus and gram-negative bacteria 

Proteus. 

By using a UV-VIS Spectrophotometer, the total anti-oxidant activity of S. potatorum seed 

ethanol extract was found to be 275 g/TAE mL-1 extract. In comparison to my findings, total 

antioxidant activity of SPP and SPE was determined using FTC and TBA procedures and 

compared to vitamins E and C.The drugs and standards in the FTC approach showed low 

absorption values as compared to the control. SPP exhibited the least increase in absorbance, 
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followed by vitamin E, vitamin C, and SPE. The TBA technique was used to determine the 

total peroxide levels produced by the oxidation of linoleic acid. The higher the absorption 

levels, the poorer the antioxidant activity. The absorbance values of SPP, vitamin E, vitamin 

C, and SPE were all greater than the control. The results were the same as those obtained 

using the FTC method [14]. 

GC-MS analysis was performed on an ethanolic extract of S. Potatorum seeds. The GC-MS 

analysis of an ethanol extract of S. potatorum seed extract revealed the following peaks 

(graph 1), indicating the presence of different phytoconstituents. The mass spectrum GC-MS 

interpretation was done with the help of a database (NIST) (Sathyaprabha,G et al.2010). Sixty 

six bio active compounds in the GC-MS results.Compare to my results, 

Only a few of the bio compounds present have known therapeutic properties. Ethyl acetate, 3-

Trifluoroacetoxypentadecane, Dodecane, 1,2-dibromo-, 4-Trifluoroacetoxypentadecane, 

Trichloroacetic acid, pentadecyl ester, Trichloroacetic acid hexadecyl ester, E14 

Hexadecenal, E-11,13-Tetradecadien-1-ol There are a few additional molecules that are 

present in little amounts but could play a large or minor role in medicine. More research is 

being done to assess these compounds and correlate their activities to Katakakhadiradi 

Kashayam in order to better understand the medicine's mechanism of action as well as other 

pharmacological aspects. 

 

The molecular docking was done using the proteins (6Y6C & 6YYE)and the ligands of GC-

MS results by the PyRx software. 

 

Table 3: Binding affinity analysis of 6Y6C Protein   

PROTEIN PUBCHEM 

ID 

         PROBABLE COMPOUND  BINDING 

AFFINITY 

 

 

 

    6Y6C 

536772 Imidazole, 2-fluoro-1-triacetylribofuranosyl       -6.6 

574859 Dispiro[1,3-dioxolane-2,2'-

bicyclo[2.2.1]heptane-3',2''-(1'',3''-

dioxolane)], 4',7',7'-trimethyl 

 

       -6.2 

590903 Phosphine, (myrtenoyl)diphenyl        -7 

45382147 2-Pyridinecarbonitrile, 3-nitro        -6.1 

102070384 Bicyclo[2.2.1]heptan-2-ol, 1,3,3-trimethyl        -6.4 

66831472 Thiophene, 2,5-dihydro-        -7.7 

 

The docking studies against 6Y6C revealed in GC-MS analysis of bioactiveCompounds such 

as Imidazole, 2-fluoro-1-triacetyl ribofuranosyl, Dispiro [1,3-dioxolane-2, 2'-bicyclo[2.2.1] 

heptane-3',2''- (1'',3''-dioxolane)], 4',7',7'-trimethyl, Phosphine, (myrtenoyl) diphenyl,2-

Pyridine carbonitrile, 3-nitro, Bicyclo [2.2.1] heptan-2-ol, 1,3,3-trimethyl, Thiophene, 2,5-

dihydro-, showed the docking binding energy of -6.6,-6.2,-7,-6.1,-6.4,-7.7 Kcal/mol 

respectively. Thiophene, 2, 5-dihydro-have good anti-diabetic activity against 6Y6C protein. 

This study identified anti-diabetic compounds from the ethanol extract of S.Potatorum seeds 

against 6Y6C protein, which is considered as a new research task in the technology of current 

docking studies. 
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Table 3: Binding affinity analysis of 6YYE protein: 

PROTEIN PUBCHEM 

ID 

PROBABLE COMPOUNDS BINDING 

AFFINITY 

 

 

 

 

 

 

  6YYE 

28813 1,2-Benzenedicarboxylic acid, butyl 2-

methylpropyl ester 

-6.2 

536772 Imidazole, 2-fluoro-1-triacetylribofuranosyl -6.5 

538744 2,3;5,6-Diacetone-4-O-methylmannitol -6.7 

574859 Dispiro[1,3-dioxolane-2,2'-

bicyclo[2.2.1]heptane-3',2''-(1'',3''-dioxolane)], 

4',7',7'-trimethyl 

-7.4 

590903 Phosphine, (myrtenoyl)diphenyl -8.3 

638072 2,6,10,14,18,22-Tetracosahexaene, 

2,6,10,15,19,23-hexamethyl-, (all-E)- 

-6.5 

23571816 Bicyclo[2.2.1]hept-2-ene, 2-methyl -7.2 

45276392 1,4-Hexadiene, 4-methyl -6.1 

45382147 2-Pyridinecarbonitrile, 3-nitro -6.6 

66831472 Thiophene, 2,5-dihydro- -8.4 

91720425 Phthalic acid, cycloheptyl isohexyl ester -6.8 

102070384 Bicyclo[2.2.1]heptan-2-ol, 1,3,3-trimethyl -8.2 

 

 The docking studies against 6YYE revealed in GC-MS analysis of 

bioactiveCompounds such as1,2-Benzenedicarboxylic acid, butyl 2-methylpropyl 

ester,Imidazole, 2-fluoro-1-triacetylribofuranosyl,2,3;5,6-Diacetone-4-O-methyl mannitol, 

Dispiro [1,3-dioxolane-2, 2'-bicyclo[2.2.1] heptane-3',2''-(1'',3''-dioxolane)], 4',7',7'-trimethyl, 

Phosphine, (myrtenoyl)diphenyl,2,6,10,14,18,22-Tetracosahexaene, 2,6,10,15,19,23-

hexamethyl-, (all-E)-, Bicyclo [2.2.1]hept-2-ene, 2-methyl,1,4-Hexadiene, 4-methyl,2-

Pyridine carbonitrile, 3-nitro,Thiophene, 2,5-dihydro-,Phthalic acid, cycloheptyl isohexyl 

ester, Bicyclo[2.2.1]heptan-2-ol, 1,3,3-trimethyl,showed the dockingbinding energy of -6.2,-

6.5,-6.7,-7.4,-8.3,-6.5,-7.2,-6.1,-6.6,-8.4,-6.8,-8.2 Kcal/mol respectively. Thiophene, 2,5-

dihydro-have goodanti-diabetic activity against 6YYE protein. This study identified anti-

diabetic compounds from the ethanol extract of S.Potatorum seeds against 6YYE protein, 

which is considered as a new research task in the technology of current docking studies. 

 

LIPINSKI RULE: 

 

S.NO 

 

     COMPOUNDS 

Molecular 

Weight 

(g/mol) 

Log 

p<5 

H-bond 

Donor 

<5 

H-bond 

Acceptor 

<10 

No. of 

vio-

lation 

1. Imidazole, 2-fluoro-1-

triacetylribofuranosyl 

344.29 0.8 0 9 0 

2. Dispiro[1,3-dioxolane-2,2'-

bicyclo[2.2.1]heptane-3',2''-

(1'',3''-dioxolane)], 4',7',7'-

trimethyl 

254.32 1.5 0 4 0 
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3. Phosphine, (myrtenoyl)diphenyl 334.4 5.2 0 1 0 

4. 2-Pyridinecarbonitrile, 3-nitro 217.10 1.6 0 7 0 

5. Bicyclo[2.2.1]heptan-2-ol, 

1,3,3-trimethyl 

330.5 4.6 1 3 0 

6. Thiophene, 2,5-dihydro- 86.16 1.1 0 1 0 

7. 1,2-Benzenedicarboxylic acid, 

butyl 2-methylpropyl ester 

 

278.34 4.8 0 4 0 

8. 2,3;5,6-Diacetone-4-O-

methylmannitol 

 

276.33 0 1 6 0 

9. 2,6,10,14,18,22-

Tetracosahexaene, 

2,6,10,15,19,23-hexamethyl-, 

(all-E)- 

410.7 11.

6 

0 0 1 

10. Bicyclo[2.2.1]hept-2-ene, 2-

methyl 

272.23 5.3 0 6 1 

11. 1,4-Hexadiene, 4-methyl 186.25 3.2 0 1 0 

12. 2-Pyridinecarbonitrile, 3-nitro 217.10 1.6 0 7 0 

13. Phthalic acid, cycloheptyl 

isohexyl ester 

346.5 6.6 0 4 0 

  

From the GC-MS results received 13 best compounds from the S.potatorum seed ethanolic 

extract based on their binding affinity. For these 13 compounds have checked the following 

rules. 

✓ Molecular mass < 500.  

✓ Calculated octanol/water partition coefficient (CLogP) < 5.  

✓ Number of hydrogen bond donors < 5.  

✓ Number of hydrogen bond acceptors < 10(Walters et al.,2012).  

In this study, identified anti-diabetic compounds from the ethanol extract of S.Potatorum 

seeds against 6Y6C & 6YYE proteins by docking studies. Present study checked the 

compounds that obey to the Lipinski rule which is considered as a new research task in the 

technology of current docking studies. 

 

4. SUMMARY AND CONCLUSION: 

Phytochemical study of S. potatorum ethanol extracts revealed the existence of bioactive 

substances.The TLC (thin layer chromatography) results revealed the presence of several 

bioactive substances. Medicinal plants are used to find and screen phytochemical ingredients 

and play an important role in illness prevention, such as antibacterial, anti-diabetic, and 

antioxidant properties. Preliminary phytochemical examination of S. potatorum seed ethanol 

extract reveals primary and secondary metabolites that are of commercial relevance to both 

research institutes and pharmaceutical corporations for the development of new medications 
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to cure a variety of ailments. Phytochemicals with varied activity are found in the therapeutic 

seeds chosen. We concentrated on anti-diabetic activity in this study. 

The ethanol extract of S.potatorum seeds revealed good bactericidal activities against E.coli 

and it has the 275 µg/TAE mL-1 extract total anti-oxidant capacity. The docking studies 

against 6Y6C revealed in GC-MS analysis of bioactive Compounds such as Imidazole, 2-

fluoro-1-triacetylribofuranosyl,Dispiro[1,3-dioxolane-2,2'-bicyclo[2.2.1] heptane-3',2''-(1'',3''-

dioxolane)], 4',7',7'-trimethyl,Phosphine, (myrtenoyl)diphenyl,2-Pyridinecarbonitrile, 3-

nitro,Bicyclo[2.2.1]heptan-2-ol, 1,3,3-trimethyl,Thiophene, 2,5-dihydro-,showed the 

dockingbinding energy of -6.6,-6.2,-7,-6.1,-6.4,-7.7 Kcal/mol respectively. Thiophene, 2,5-

dihydro-have goodanti-diabetic activity against 6Y6C protein. 

In this study, identified anti-diabetic compounds of the ethanolic extraction of S. potatorum 

seeds. So, it has been considered as a novel research work in the current technology of 

docking studies. Now a day’s drug designing plays a major role in the competitiveworld. In 

future studies, myresearch work is most useful and essential for the drug designing. 
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Extraction of Phytochemical Constituents from the Leaves of
Vitex trifolia in the Inhibition of Lipoxygenase, Cyclooxygenase,
Tyrosinase and Xanthine Oxidase
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ABSTRACT
Background: Herbal medicines are often used to stimulate the immune system in an attempt to prevent disease, as well as to
induce specific cures. The use of phyto medicines is becoming more scientifically based, with increasing emphasis placed on proven
product safety and efficacy.
Methods: In the present study, the leaves of Vitex trifolia were extracted with distilled water, 1M Na2CO3 and 70% methanol. The
extracted contents were screened to identify the presence of various phytochemicals. The contents of Na2CO3 and methanol were
filtered, centrifuged and the supernatant was collected. The supernatant of Na2CO3 extract was collected and the alkaloid layer was
separated in a separating funnel using alcohol. The contents were analysed for thin layer chromatography and phytochemical
constituents.
Result: Thin layer chromatography was performed at360 nm the Rf value were 0.953, 0.230, 0.184, 0.153, 0.123 and in 240 nm Rf
values 0.953, 0.338, 0.184, 0.153, 0.123 were obtained. The methanol extract was condensed at 40oC and dissolved in chloroform.
Rf at 360 nm of 0.714, 0.396, 0.158 and at 240 nm with Rf values 0.714, 0.492, 0.349. The activity of extracts on Xanthine oxidase,
tyrosinase and cyclooxygenase were estimated and the inhibition percentage of all the three was calculated as 59.34, 61.23, 71.02
and 51 respectively. The values obtained with flavanoid extracts for the same set of enzymes were 70.22, 81.48, 94.8 and 74.36
respectively. In this study, inhibition properties of flavanoid extracts were greater than that of alkaloid extracts.

Key words: Enzymes, Inhibition, Phytochemicals, Rf values, Vitex trifolia.

INTRODUCTION
Enzymes are the sparks that start the essential chemical
reactions in our bodies need to live. They are necessary for
digesting food, for stimulating the brain, for providing cellular
energy and for repairing all tissues, organs and cells. The
use of plant-based medications has become extremely
popular in the United States and Europe, with the botanical
industry in the US earning $1.5 billion per annum and the
European market nearly three times as much (Gupta et al.,
2006). Pure compounds are used when the activity is strong
and specific and has a small therapeutic index. Natural
products, such as plant extract, either as pure compounds
or as standardized extracts, provide unlimited opportunities
for new drug discoveries because of the unmatched
chemical diversity they can provide (Cos et al., 2006).
According to the World Health Organization (WHO), more
than 80% of the world’s population relies on traditional
medicine for their primary healthcare needs. This has
captured the interest of many researchers to explore local
medicinal plants for valuable medicinal traits. Several studies
indicate that medicinal plants contain compounds like
peptides, unsaturated long chain fatty acids, aldehydes,
alkaloids, essential oils, phenols and water or ethanol
soluble compounds (Zerihun, 2022). These compounds are
significant in therapeutic applications against human and
animal pathogens, including bacteria, fungi and viruses
(Pavrez et al., 2005).

Alkaloids primarily act as feeding deterrents and toxins
to insects and other herbivores, in many cases by directly
interacting with molecular targets within the nervous system
(Wink, 2000). Flavonoids are a secondary metabolite of
plants and the most abundant polyphenols in the human
diet (Burda and Oleszek 2001). Cyclo oxygenase (COX) are
lipid metabolising enzymes that catalyse the oxygenation
of polyunsaturated fatty acids (PUFA), preferably
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arachidonicacid (AA), to form the prostanoids, which are
potent cell-signalling molecules associated with the initiation,
maintenance and resolution of inflammatory processes
(Charlier and Michaux, 2003). Lipoxygenases (LOXs) is
involved in terminal differentiation of keratinocytes and has
a major role in skin barrier function. The subsequent
dopaquinone is converted to dopa and dopachrome through
auto-oxidation (Roh et al., 2004). The plant Vitex trifoliaLinn
(Verbaneaceae) is stout aromatic shrubor a small tree, found
from the foot of Himalayas southwards throughout greater
part of India, Western Ghat and in Andamans (Agrawal,
1997). The leaves are simple or 3-foliolate. V. negundo
closely resembles. The flowers are numerous and borne in
terminal, oblong panicles 5 to 10 centimeters in length. The
fruit is rounded and 4to 5 millimeters in diameter
(Padmalatha et al., 2009). Hence, the further studies were
decided to be carried over on the coastal plant Vitex trifolia
and also to check how well it can inhibit the above mentioned
inflammatory enzymes.

MATERIALS AND METHODS
Collection of plant material
Vitex trifolia leaves were collected early in the morning from
Medicinal Plant Garden at SriSairam Siddha Medical College
and Research Centre, West Tambaram, Chennai600 044,
a recognized institution of Government of Tamil Nadu and
the Department of AYUSH, Government of India. The sample
was collected during the winter session (November-
December, 2020) and experiments were carried out in
Department of Biotechnology, Prathyusha Engineering
College, Tiruvallur, India.

Phytochemical analysis of plant material
The collected plant samples were shadow dried and
powdered with help of mixer grinders. The powder samples
were extracted with aqueous and methanol solvents using
Soxlet apparatus. Freshly prepared extracts of aqueous and
methanol were divided into different test tubes. Phyto
constituents such as alkaloids, terpenoids, glycosides,
tannins, saponin, flavonoids were analysed in test extracts
by methods of Harborne and Williams (2000).

Partial characterizations of thin layer chromatography
(TLC) in Vitex trifolia anthocyanin extract
The Methanol extract of Vitex trifolia were loaded on to pre
coated TLC(60 F2 54) and it was developed using solvent
system in the ratio of 1:0.5:0.1(Hexane, Chloroform and
Methanol) visible and the non visible spot given and it is
fluorescent with UV light at 360 nm.

Cyclooxygenase inhibition assay
The cyclooxygenase inhibition assay was performed
according to amodified method of Lin and Kao (2001).
Leuco-2,7-dichlorofluorescein diacetate (5 mg) was
hydrolysed at room temperature in 1 MNaOH (50 μL) for 10
min, then 1 M HCl (30 μL) was added to neutralise excess

NaOH before the resulting 1-DCF was diluted in 0.1 M Tris-
buffer, pH 8.Cyclooxygenase enzyme (COX-1 or COX-2)
was diluted in 0.1 M Tris-buffer, pH 8, so that a known
aliquot gave an absorbance change of 0.05/min in the
testreaction. Test samples were pre-incubated with enzyme
at room temperature for 5 min in the presence of hematin.
Premixed phenol, 1-DCF and arachidonic acid were added
to the enzyme mixture to begin the reaction and to give a
final reaction mixture of arachidonic acid (50 μM), phenol
(500 μM), 1-DCF (20 ìM) and hematin (1 μM) in 1 mL final
volume of 0.1 M Tris-buffer, pH 8. The reaction was
recorded. Lyprinol was investigated at  multiple
concentrations and exhibited 50% inhibition of the enzyme
reaction at approximately 1 μg/mL (final concentration),
therefore the other lipid samples were tested at this final
concentration for comparison.

Lipoxygenase inhibition assay
A spectrophotometric assay for determination of LOX activity
was used as reported (Khan et al., 2006) with slight
modification. Inhibition experiments were run by measuring
the loss of soybean 15-LOX activity (5 μg) with 0.2 μM linoleic
acid (Sigma) as the substrate prepared in solubilized state
in 0.2M borate buffer (pH 9.0). Inhibition studies in presence
of various concentrations of extracts (5, 10, 15, 20 μg/mL)
and reference compound viz., quercetin was recorded at
234 nm using UV-Vis spectrophotometer. The inhibitory
effect of the extracts was also expressed as percentage of
enzyme activity inhibition. IC50 indicating the concentration
required to inhibit 50 % LOX activity was also calculated
(Patel et al., 2022).

Tyrosinase inhibition assay
Tyrosinase inhibition activity is measured by the dopachrome
method (Agarwal, 1997).

Enzymatic Assay of Xanthine oxidase
Xanthine combines with hydrogen peroxide and enzyme
xanthine oxidase in the presence of oxygen to form uric acid,
at pH 7.5, 25C. The reaction is investigated in the lab
conditions using a continuous spectrophotometric rate
determination method, absorbance of 290 nm, light path of
1 cm (Cotran et al., 1994).

RESULTS AND DISCUSSION
The leaves of Vitex trifolia were collected, dried and
powdered and was subjected to various phytochemical
screening, extraction of crude phytochemicals and
estimation of its response to various enzymes like
lipoxygenase, cyclooxygenase, xanthine oxidase and
tyrosinase. The preliminary phytochemical screening with
the various qualitativechemical tests of various leaf extracts
revealed the presence of carbohydrates, flavonoids, protein
and amino acids, tannins, phytosterols and saponins
phytoconstituents. The phytochemical screening of the Vitex
trifolia studied presently showed the presence of alkaloids,
flavonoids and Glycosides (Table 1).
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The alkaloid and flavonoid extract of Vitex trifolia were
loaded on Precoated TLC plates (60 F2 54 Merck) and
developed with a solvent system of hexane, ethyl acetate
and acetic acid in the ratio of 10:5:0.5. The developed plate
was viewed under UV 240 nm and 360 nm (Table 2). The
concentration of flavonoids in various concentration extracts
of the Vitex trifolia was determined using spectrophotometric
method with aluminum chloride. The content of flavonoids
was expressed in terms of quercetin equivalent. The
concentration of flavonoids in plant extract from Vitex trifolia
ranged from 20.72 to 59.26 mg/g. Methanolic extract
contains the flavonoid concentration. The inhibitory effects
of COX-mediated TMPD oxidation activity were examined
using purified COX as enzyme sources COX-2 activity was
strongly inhibited by used in this study alkaloid and flavonoid
extract from vitex trifolia inhibited COX-2 the inhibition
potency quite different based on the results obtained in
Graph 1. The following experiments focused on the inhibition
potential of CBDA for COX-2 activity. Whereas the standard
drug Celecoxib inhibited the COX2 enzyme with an IC50 of
52 nM. The results are shown in Graph 1.

The anti-inflammatory activity of the alkaloid and
flavonoid extract of vitex trifolia was evaluated by measuring
the inhibition of LOX using linoleicacid as substrate. The
results were reported in Graph 2 flavonid extract showed
inhibition percentage above 70.22% at 20 μg/mL. The
standard n-propylgallate showed 72% inhibition at 20 μg/mL.
The alkaloid and flavonoid extract of Vitex trifolia were tested
for the effects on the oxidation of DOPA by mushroom
tyrosinase. With increasing the concentrations of the alkaloid
and flavonoid extract of Vitex trifolia, the diphenolase activity
of mushroom tyrosinase markedly decreased concentration
dependently. The values of IC50, the inhibitor concentration
leading to 50% activity lost, of Vitex trifolia were estimated to
be 5, 10, 15 and 20 μg/ml, respectively (Graph 3). The four
different concentrations of Vitex trifolia alkaloid and flavonoid
extract were tested for the inhibition activity of xanthine
oxidase. Vitex trifolia extracts in different concentrations
inhibited the xanthine oxidase activity. The maximum inhibition
was found at 20 μg/ml concentration (Graph 4).

In many inflammatory disorders there is excessive
activation of phagocytes, production of 02-, OH radicals as
well as non free radicals species (H202), which can harm
severely tissues either by powerful direct oxidizing action
or indirect with hydrogen peroxide and -OH radical formed
from O2- which initiates lipid peroxidation resulting in
membrane destruction. Tissue damage then provokes
inflammatory response by production of mediators and
chemotactic factors. The reactive oxygen species are also
known to activate matrix metello proteinase damage seen
in various arthritic tissues (Cotran et al., 1994).

Phytochemicals from medicinal plants showing anti-
inflammatory activities have the potential of filling this need
because of structures are different from those of the more
studied and their those of the more action may too very
likely differ (Fabricant and Fanworth, 2001 and

Table 1: Phytochemical screenings of aqueous methanol leaf extract
             Vitex trifolia.

Phytochemicals Result

Alkaloids Positive
Flavonoids Positive
Glycosides Positive
Tannin Negative
Saponin Negative
Terpenoids Negative
Polyphenols Negative

Table 2: Partial characterization of different phytochemical extract
          from the Vitex trifolialeaves by TLC.

Extracts
Rf Value at Rf Value at Rf Value at
UV 240 nm  UV 360 nm  Visible  nm

Alkaloid 0.953 0.963 -
0.338 0.230 -
0.184 0.184 -
0.153 0.153 -
0.123 0.123 -

Flavonoid 0.714 0.714 -
0.492 0.396 -
0.349 0.158 -

Graph 1: Cycloxygenase inhibiton activity of flavonoid and
alkaloid extract from Vitex trifolla.

Graph 2: Lipoxygenase inhibiton activity of alkaloid and
flavonoid extract of Vitex trifolla.

Prachayasittikul et al., 2008). Some studies have
demonstrated that flavonoid possessanti-inflammatory
activities by inhibition of cyclooxygenase-2 (COX-2) expression
in lipopolysaccharide (LPS)-activated RAW 264 cells or
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inhibiting inducible nitric oxide (iNOS) protein and mRNA
expression in LPS-activated murine J774 macrophages
(Hou et al., 2005) and such activities appear to be structure
dependent. COX-2 seems to be involved in many
inflammatory processes. Some antioxidants inhibit the
expression of COX-2 by interfering with the signalling
mechanisms that regulate the COX-2 gene (Hou et al.,
2005). From the result, it is clear that caragennan induced
paw oedema for the administered dose (500 mg/kg, p.o.) is
comparable with reference standard indomethacine, which
is a cycloxygenase inhibitor. But anti-inflammatory activity
against caragennan-induced paw oedema is also shown by
lipoxygenase inhibitor. Hence inhibition of caragennan-
induced paw oedema by crude extract may be due to
inhibitory activity of lipoxygenase enzymes (Gupta et al.,
2006). Therefore, from the present study, we can conclude
that alkaloid and flavonoid extracts of Vitex trifolia for the
dose of 20 μl/ml shows anti-inflammatory activity in the early
stage as well as in the late stage (up to 180 min) and after
that, the effect becomes similar to that of negative control.

Lipoxygenases (LOXs) (LOX; EC 1.13.11.12) are a
family of non-hemeiron-containing dioxygenases catalyzing
the biosynthesis of leukotrienes. Leukotrienes function as
initiators of inflammation and their inhibition is considered
to be partly responsible for the anti-inflammatory activity. In
the present study alkaloid and flavonoid extracts of Vitex
trifolia showed good anti-LOX activity with an IC50 value of
29.87 μg/ml (Graph 2). LOX inhibition was used to evaluate
anti-inflammatory activity of a few medicinal plants used in
Limousin country. Filipendula ulmaria (Meadow sweet)
recorded LOX inhibition with IC50 of 60 μg/ml and Urtica
dioica (Nettle) methanolic extract inhibited LOX with IC50
of 348 μg/ml (Trouillas et al., 2003). In another study, eight
methanolic extract out of 18 undomesticated plants of South
Africa showed significant inhibition of 5-lipoxygenase (5-LOX)
activity. Bidenspilosa extract exhibited IC50 of 21.8 μg/ml and
Emexaus trails extract recorded IC50 of 81.4 μg/ml for LOX
inhibition (Wang et al., 2006). LOXs are sensitive to
antioxidants as antioxidants are involved in inhibition of lipid
hydroperoxide formation due to scavenging of lipidoxy
orlipidperoxy-radicals. This could lead to less availability of
lipid hydro peroxide substrate required for LOX catalysis
(Rackova et al., 2007 and Gentallan et al., 2019).

The effects of alkaloid and flavonoid extract of Vitex
trifoliaon the monophenolase and the diphenolase activities
of tyrosinase were studied. The results showed that alkaloid
and flavonoid extracts of Vitex trifolia could lengthen the
lag phase of the monophenolase and decrease the steady-
state rate of both monophenolase  and diphenolase activity.
The inhibition was displayed as reversible and the inhibition
type was found to be mixed type. The inhibition constants
for alkaloid and flavonoid extracts of Vitex trifolia binding
with the free enzyme (E), KI, were obtained to be 0.507 and
1.543 mM, respectively, indicating that alkaloid and flavonoid
extracts of Vitex trifolia was three times as potent for
inhibiting the free enzyme. However, the inhibition constants
for these two inhibitors binding with the enzyme substrate

Graph 3: The inhibitions of flavonoid alkaloid extract of Vitex
trifolla on the diphenolase activity of mushroom tyrosinase for

the catalysis of DOPA.

Graph 4: In vitro xanthine inhibitory activity of flavoniod and
alkaliod extract from Vitex trifolla.

complex (ES), KIS, were obtained to be 1.354 and 1.321
mM, respectively. The values are almost the same, indicating
alkaloid and flavonoid extracts of Vitex trifolia inhibited ES
complex as potently as 4-cyanobenzoicacid. In addition,
anthocynin extracts of Eclipta alba inhibited the free enzyme
more potently than it did the ES complex. However, the
inhibitory effect of alkaloid and flavonoid extracts of Vitex
trifoliawas the contrary.

CONCLUSION
Alkaloid and flavonoid extracts of Vitex trifolia hold great
promise for natural treatments of arthritis that are safe and
effective and can be provided as dietary supplements, added
to multiple vitamins and incorporated into food products to
create functional foods. In addition, the novel bioactives
identified in the alkaloid and flavonoid extracts of Vitex trifolia
extracts, when fully characterized, could prove to be promising
new drug leads for Cycloxygenase, Lipoxygenases,
Tyrosinase and Xanthine oxidase inhibition as well as triple
inflammatory enzyme inhibitors for treatment of a range of
inflammatory diseases that are safe and efficacious.

Conflict of interest: None.
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ABSTRACT 

 

Abutilon indicum is a medicinal plant that belongs to the Malvaceae family, which is allotted 

for duration of a wide variety of tropical and subtropical areas and has been used for more 

than a few issues in regular medicine. Its leaves, root, and bark has enormous medicinal 

value, and are used as an aphrodisiac, anti-diabetic, and diuretic. The leaf extract of Abutilon 

indicum is used to treat piles. Abutilon indicium root extract was tested to treat different 

diseases. The phytochemical screening was also carried out to find various phyto constituents 

present in the Abutilon indicum. The ethanolic extract was subjected to gas chromatography-

mass spectrometry (GC-MS) analysis for the identification of compounds present in the root 

sample. The identified compounds will be docked with different diseases (Tuberculosis, 

Leprosy, and Gonnorrhoeae). 

Keywords: Abutilon indicum, phytochemical screening, GC-MS, Tuberculosis, Leprosy, 

Gonorrhoea. 

 

INTRODUCTION 

 

Abutilon indicum is a South Asian native plant that is also known as "Thuthi" or "Kanghi" in 

Hindi. Natural medications are effective without causing negative effects.  Indian mallow is a 

medicinal herbal plant and is highly used in most traditional medicine practices 

like Ayurveda, Siddha, Unani, and Folk. The root extract of the plant has given for ulcer and 

hematuria treatments. It is good medicine for cough and fever. The root infusion is even 

natural eyewash to use. Traditionally, Root and bark are used as aphrodisiac, anti-diabetic, 

nervine tonic, and diuretic. Seeds are used in urinary disorders (Chen et al., 2008).  
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In 2020, 10 million people were off worldwide (TB), 5.6 million men, 3.3 million women, 

and 1.1 million children. TB is the 13th leading cause of death and the second-leading 

infectious killer after COVID-19. It is a contagious disease caused by Mycobacterium 

tuberculosis. It usually attacks the lungs, although it can also spread to other parts of the 

body, and is transmitted through coughing and sneezing. The simplicity with which TB 

infection spreads, for instance, by inhalation of droplets nuclei 2–5 mm in diameter 

containing as few as 1–3 bacilli has helped to sustain this scourge at current levels 

(Arunthathi et al., 2023).  

 

In global level 1, 27, 558 new leprosy cases were detected during 2020. It includes 8,629 

children below 15 years. Leprosy affects humanity and it causes two to three million people 

to disable permanently. Mycobacterium leprae is an etiologic agent, identified by the 

Norwegian doctor Gerhard Hansen, causes a chronic infectious disease called leprosy or 

Hansen’s disease. For ages, it is considered an incurable disease. Nerve damage, disfiguring 

skin sores, and progressive debilitation are some of the characteristics of this disease. New 

gonococcal infections occur 1.6 million of United States during 2018 and more than half 

occur among young people aged 15-24. Gonnorrhoeae is the second most commonly reported 

bacterial sexually transmitted infection in the United States (Arunthathi et al., 2023). From 

this background the present study planned to find various phyto constituents present in the 

Abutilon indicum for treatment of various diseases. 

 

Materials and Methods 

 

Plant material: The fresh roots were collected from Devipattinam, Ramanathapuram 

(district), Tamilnadu, India 

Preparation of extract: Leaves were separated from the A. indicum plant and then washed 

with water and then dried under shade at room temperature for 7 days.  The dried leaves were 

grounded into a fine powder using the blender mixture. The extraction was carried out by 

using a solvent of ethanol. 

Preparation of ethanolic extract: 10g of dried finely powdered root sample was taken in 

200ml of the ethanolic extract by dissolving the overnight. After, the extracts were magnetic 

stirred over 1-2 hours and then filtered using No.1 Whatman filter paper and stored in an 

airtight container for further analysis 
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Phytochemical screening:  Qualitative analysis of extract was carried out to determine the 

presence of various bioactive compounds using the standard qualitative procedure. 

Determination and screening of bioactive compounds by using GCMS method: 

Qualitative and quantitative analysis of phytochemicals can be done using Gas 

Chromatography Mass Spectroscopy (GCMS). GC-MS can be applied to solid, liquid and 

gaseous samples. First the samples are converted into gaseous state then analysis is carried 

out on the basis of mass to charge ratio (Sahira and Catherine, 2015). The GC-MS analysis of 

extract of A. indicum root was carried out using Agilent GC 7890 with triple axis 5975 MS 

detector. The capillary column was Agilient HP-5MS (30 m x 250 μm x 0.25 μm) composed 

of 5% phenyl methyl silox. The initial oven temperature was 55 C for 0 min which was raised 

at rate of 10 C/min upto 200C for 0 min and then at rate of 5 C/min upto 260C for the hold 

time of 5 min. The injector volume was 10 μl. The Helium gas used as a carrier with constant 

flow rate of 1 ml/min with split ratio of 10:1. The MS operating conditions were; source 

temperature 250C (max-300C), quad temperature 150C (max-200C), solvent delay time of 3 

min. Compounds were identified in terms of Rt values and mass spectra with those obtained 

from the NIST search library. The obtained compounds were searched for detailed 

pharmacological activities. 

Studies of Abutilon indicum roots with three main proteins:  Bioactive compounds from 

root substances which belong to A. indicum were obtained. Those compounds were revealed 

by the GCMS analysis. The crystal of three main protein structures was retrieved from 

Protein Data Bank RCSB PDB (http://www.rcsb.org/pdb/home/home.do)Then the PDB 

format of protein was subjected for docking studies. 

Lipinski’s rule: Lipinski’s rule of 5 was developed by Christopher A. Lipinski in 1997, this 

rule was also called as Pfizer’s rule of five or simply the rule of five (R05). This rule was 

developed to set “draggability” guidelines. In the drug discovery setting, the rule of 5 predicts 

that poor physiochemical and structural properties within certain ranges (Devvret et al., 

2017). Preparation of target protein structure: LSR2 is the target protein against the phyto 

compounds identified from A. indicum. The protein LSR2 is responsible for Tuberculosis. 

The three-dimensional crystal structure of LSR2 (PDB ID: 4EIP). 3AFQ is the target protein 

against the phyto compounds identified from A. indicum. The protein 3AFQ is responsible for 

Leprosy. The three-dimensional crystal structure of 3AFQ (PDB ID: 3AFQ). 6JTI is the 

target protein against the phytocompounds identified from A. indicum. The protein 6JTI is 

responsible for Gonnorrhoeae. The three-dimensional crystal structure of 6JTI (PDB ID: 

6JTI). 
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Molecular docking: Among the 66 ligands were used against the protein 4EIP, 3AFQ, 

6JTI. These compounds have been studied. Protein and ligands were converted into special 

file format PDBQT. Ligand preparation included the following steps (i) addition of hydrogen 

atoms, (ii) neutralization of the charge groups and (iii) removal of any miscellaneous 

structures from the ligand. Prepared and optimized structures of ligands were used for 

docking simulation. Grid values for protein the grid point set at 80 x 60 x 95. Before starting 

the docking study, Vina wizard software was used to perform molecular docking in PyRx 

virtual screening tool. Discovery studio visualizer I was used to examine the docking poses of 

the complexes (Kailasam, 2015). 

Result and Discussion 

 

Phytochemical analysis of ethanolic extracts of Abutilon Indicum root indicated the presence 

of bioactive compounds. Reports were revealed the identification of major chemical 

constituents such as Alkaloids, Coumarins, Saponins, Carboxylic acid, Fixed oils, Flavonoids 

are present (Table 1-2 and Graph 1) 

 

Abutilon indicum roots were collected from Devipattinam, and an ethanolic extract was 

prepared. Phytochemical screening was done on ethanolic extract. Docking studies were done 

by using compounds obtained from ethanolic extract (GC-MS analysis) with proteins 4EIP, 

3AFQ, and 6JTI (Table 3-5 and Figure 1-3). Phytochemical analysis of Ethanol extracts of 

A. indicum (roots) indicated the presence of bioactive compounds. The results obtained from 

the phytochemical analysis had shown similarities with the literature. Molecular docking has 

become an increasingly important tool for drug discovery. The completion of the human 

genome project has resulted in an increasing number of new therapeutic targets for drug 

discovery. From the molecular docking studies, we conclude that identified novel bioactive 

ligands of Abutilon indicum (root) extract were checked for their three different diseases 

(Tuberculosis, Leprosy, Gonorrhoeae) using PyRx-Python prescription (version 0.8) virtual 

screening tool (Nwude and Ebong, 1980 and Nag et al., 2013). 

 

The docking studies against 4E1P revealed in GC-MS analysis of 4 bioactive showed the 

docking binding energy of (-6.8,-7.2,-6.1,-6.2) Kcal/mol respectively have good Tuberculosis 

activity against 4E1P. The docking studies against 3AFQ revealed in GC-MS analysis of 17 
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bioactive Compounds showed the docking binding energy of (-7.5,-6.1,-6.3,-7.1,-7.1,-8.9,-

8.1,-6.3,-8.5,-7.4,-7,-7.3,-7.1,-7,-6.3,-6.8,-6.8) Kcal/mol respectively have good Leprosy 

activity against 3AFQ (Olangeli et al., 2009 and Yadav and Agarwala, 2011). The docking 

studies against 6JTI revealed in GC-MS analysis of 17 bioactive Compounds showed the 

docking binding energy of (-6.6,-6.4,-8.4,-8.9,-8.6,-7,-6.4,-6.6,-9,-7.8,-8.3,-9.3,-8.1,-6.3,-8.1,-

7.6,-7.4) Kcal/mol respectively have good Gonnorrhoeae activity against 6JTI . Linker rule 

analysis performed and confirmed the findings (Table 6) 

CONCLUSION 

The properties of the root of A. indicum were studied in silico level. In the future, in vitro, 

and in vivo studies can be done to develop or transform A. indicum into nanogel and nano 

tablet as a painkiller and drug to cure targeted diseases (tuberculosis, gonorrhoea, leprosy). 

 

   Table 1- phytochemical screening of Abutilon indicum in root 

S.NO TESTS 
REAGENT 

ETHANOL    
EXTRACT 

1. Alkaloids 
 

a)  Mayer's test Mayer’s reagent - 
b) Wagner's test Wagner’s reagent + 

2. Phenols Ferric chloride test FeCl3 - 
3. Coumarins  NaOH + 
4. Terpenoids Salkowski’s test CHCl3, H2SO4 _ 
5. Quinones Alkali test 10% NaOH _ 
6. Anthraquinones Bontrager’s test HCL _ 
7. Tannins Gelatin test NaCl _ 
8. Phlobatannins  NH4OH _ 
 

9. 
 
Carbohydrates 

a) Molish’s test Alpha naphthol + 
b) Benedict’s test Benedict’s reagent 

_ 
c)Fehling’s test Fehling’s reagent 

10. Glycosides Legal’s test CHCl3, NH40H _ 
11. Cardiac 

glycosides 
Keller-killani test CH3COOH, FeCl3, 

H2SO4 
_ 

12. Proteins a) Millon’s test Millon’s reagent 
_ 

b) Biuret test CuSO4, C2H5OH, KOH 
13. Aminoacids Ninhydrin test Ninhydrin ragent _ 
14. Steroids 

 
Ferric chloride-
Acetic acid test 

CHCl3,FeCl3, 
CH3COOH, H2SO4 

_ 

15. Phytosteroids Foam test CHCl3, H2SO4 _ 
16. Saponins  H2O + 
17. Acids  NaHCO3 _ 
18. Carboxyclic acids Phenolphthalein test C20H14O4, NaOH + 
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19. Fixed oils Oil detection test Whatman filter paper + 
20. Fats Saponification test KOH, C20H14O4 _ 
21. Gums and 

Mucilages 
 

C2H5OH _ 

22. 
 

Flavonoids a) Aqueous NaOH  
NaOH 

 
+ 

b) Sulphuric acid  H2SO4 - 
                                    

Graph 1: Gas Chromatography-Mass spectrometry chromatogram of ethanol extract of Abtilon indicum (Root) 

Table 2 : Phyto-components identified from the ethanolic extract of Root of Abutilon indicum 
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Table 3 - Bioactive compounds of A. indicum root against 4EIP Protein with best Binding 

affinity. 

PROTEIN PUBCHEM ID COMPOUNDS BINDING 
AFFINITY 

 
 
 

4EIP 
 

73145 
 

beta-Amyrin -7.2 

73170 alpha-Amyrin 
 

-6.8 

457801 
 

gamma-Sitosteol -6.2 

5280794 
 

Stigmasterol -6.1 

      

 

 

              

 

 

 

Figure 1:2D&3D interaction of protein 4EIP with beta-Amyrin 

 

Table 4 - Bioactive compounds of A. indicum root against 3AFQ Protein with best Binding 

affinity. 

S.No Rt Pubchem Id Compounds Molecular 
Weight 

Molecular 
Formula 

Peak 
Area% 

1 
7.009 24624 

 
Propane, 1,1,3-triethoxy- 176.25 C9H20O3 0.34 

2 7.009 41027 
 

Ethanethioamide, N,N-dimethyl- 255.4 
 

C16H17NS 0.34 

3 7.375 5369371 
 

cis-4-Hepten-1-al diethyl acetal 186.29 C11H22O2 36.97 

4 7.375 77223 
 

Pentane, 1,1-diethoxy- 160.25 C9H20O2 36.97 

5 7.375 77225 
 

Butane, 1,1-diethoxy- 146.23 C8H18O2 36.97 

6 13.097 6781 
 

Diethyl Phthalate 222.24 
 

C12H14O4 34.53 

7 20.574 20393 1,2-Benzenedicarboxylic acid, 
mono(2-ethylhexyl) ester 
 

278.34 C16H22O4 5.80 

8 20.574 6423885 
 

Phthalic acid, 2-ethylhexyl 
isohexyl ester 
 

362.5 C22H34O4 5.80 

9 20.929 610065 
 
 

1,2,4-Triazol-3-amine, 5-(1,3,5-
trimethyl-4-pyrazolyl)amino 
 

207.24 
 

C8H13N7 0.23 
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PROTEIN PUBCHEM ID COMPOUNDS BINDING 
AFFINITY 

 
 
 
 
 
 
 
 
 
 

3AFQ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3AFQ 

73170 alpha-Amyrin 
 

-8.9 

610065 
 
 

1,2,4-Triazol-3-amine, 5-(1,3,5-trimethyl-4-
pyrazolyl)amino 

-8.5 

73145 beta-Amyrin 
 

-8.1 

22215476 
 

Methyl3,4-ethylidene-alpha-D-
galactopyranoside 

-7.5 

974047 
 
 

[1,2,4]Triazolo[1,5-a]pyrimidine-6-
carboxylic acid, 7-amino-, ethyl ester 
 

-7.4 

5280794 Stigmasterol 
 

-7.3 

457801 gamma-Sitosterol 
 

-7.1 

573406 2H-Pyran-2,4(3H)-dione, dihydro-6-(4-
fluorophenyl)-3,3-dimethyl-5-
spirocyclohexane- 

-7.1 

712442 
 

1H-Pyrimidine-2,4-dione, 1-(2,2-
diethoxyethyl)-5-methyl- 

-7.1 

173183 Campesterol 
 

-7 

222284 beta-Sitosterol 
 

-7 

610182 Benzo[h]quinoline, 2,4-dimethyl- 
 

-6.8 

258555 3-Methyl-2-phenylindole 
 

-6.8 

573508 
 

Cyclohexane, [2-[(2-ethylhexyl)oxy]ethyl]- 
 

-6.3 

610161 2-Ethylacridine 
 

-6.3 

526607 1,5-Anhydro-3-O-acetyl-2,4,6-tri-O-
methyl-D-galactitol 
 

-6.1 

 

 

 

                 

    

 

Figure 2:2D&3D interaction of protein 3AFQ with alpha-Amyrin 

Table 5 - Bioactive compounds of A. indicum root against 6JTI Protein with best Binding 

affinity. 

PROTEIN PUBCHEM 
ID 

COMPOUNDS BINDING 
AFFINITY 
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6JTI 
 
 
 
 
 
 
 
 
 
 

 
 

 

457801 gamma-Sitosterol -9.3 
91703800 Ergost-5-en-3-ol, (3.beta.)- -9 
73170 alpha-Amyrin -8.9 
73145 beta-Amyrin -8.6 
573406 2H-Pyran-2,4(3H)-dione, dihydro-6-(4-

fluorophenyl)-3,3-dimethyl-5-spirocyclohexane- 
-8.4 

5280794 Stigmasterol -8.3 
222284 beta-Sitosterol -8.1 
610161 2-Ethylacridine -8.1 
173183 Campesterol -7.8 
610182 Benzo[h]quinoline, 2,4-dimethyl- -7.6 
258555 3-Methyl-2-phenylindole -7.4 
75524 Pyrene, hexadecahydro- -7 
41027 Ethanethioamide, N,N-dimethyl- -6.6 
580058 Cyclohexane,1,1'-(oxydi-2,1-ethanediyl)bis- -6.4 
6431151 Cyclohexane, 1-ethenyl-1-methyl-2,4-bis(1-

methylethenyl)-, [1S-(1.alpha.,2.beta.,4.beta.)]- 
-6.4 

612605 2(1H)Naphthalenone, 3,5,6,7,8,8a-hexahydro-4,8a-
dimethyl-6-(1-methylethenyl)- 

-6.3 

 

 

 

 

 

 

Figure 3: 2D&3D interaction of protein 6JTI with gamma-Sitosterol 
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Table 6: Lipinski rule of A. Indicum bioactive compounds analysed using     admetSAR     
 

S.No Compound Molecula
r weight 

Log 
p˂5 

H-Bond 
donor˂

5 

H-Bond 
accepto

r˂10 

No. of 
violati

on 
1 Methyl 3,4-ethylidene-alpha-

D-galactopyranoside 
220.22 -1.2 2 6 0 

2 1,5-Anhydro-3-O-acetyl-2,4,6-
tri-O-methyl-D-galactitol 

248.27 -0.4 0 6 0 

3 Ethanethioamide, N,N-
dimethyl- 

255.4 
 

3.6 0 1 0 

4 Cyclohexane, 1,1'-(oxydi-2,1-
ethanediyl)bis- 

266.5 6.8 0 1 1 

5 Cyclohexane, [2-[(2-
ethylhexyl)oxy]ethyl]- 

240.42 6.3 0 1 1 

6 2H-Pyran-2,4(3H)-dione, 
dihydro-6-(4-fluorophenyl)-
3,3-dimethyl-5-
spirocyclohexane- 

304.4 4.3 0 4 0 

7 1H-Pyrimidine-2,4-dione, 1-
(2,2-diethoxyethyl)-5-methyl- 

242.27 0.1 1 4 0 

8 alpha-Amyrin 426.7 9 1 1 1 
9 beta-Amyrin 426.7 9.2 1 1 1 
10 Pyrene, hexadecahydro- 218.38 6.3 0 0 1 
11 Cyclohexane, 1-ethenyl-1-

methyl-2,4-bis(1-
methylethenyl)-, [1S-
(1.alpha.,2.beta.,4.beta.)]- 

204.35 6.1 0 0 1 

12 1,2,4-Triazol-3-amine, 5-
(1,3,5-trimethyl-4-
pyrazolyl)amino 

207.24 
 

0.6 3 5 0 

13 [1,2,4]Triazolo[1,5-
a]pyrimidine-6-carboxylic 
acid, 7-amino-, ethyl ester 

207.19 0.5 1 6 0 

14 Ergost-5-en-3-ol, (3.beta.)- 470.8 8.8 1 1 1 
15 Campesterol 400.7 8.8 1 1 1 
16 Stigmasterol 412.7 8.6 1 1 1 
17 gamma-Sitosterol 414.7 9.3 1 1 1 
19 beta-Sitosterol 414.7 9.3 1 1 1 
20 2(1H)Naphthalenone, 

3,5,6,7,8,8a-hexahydro-4,8a-
dimethyl-6-(1-methylethenyl)- 

218.33 3.2 0 1 0 

21 2-Ethylacridine 207.27 4.2 0 1 0 
22 Benzo[h]quinoline, 2,4-

dimethyl- 
207.27 4.2 0 1 0 

23 3-Methyl-2-phenylindol 207.27 4.1 1 0 0 
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